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Abstract 

Most behavioural studies rely on systematic samples of behaviour, as observing and 

recording all behavioural events that occur is rarely feasible. Choosing an observation 

method involves several key decisions, including which individuals to observe, how to 

sample their behaviour, and how to distribute sampling effort over time. These 

decisions influence how closely behavioural estimates reflect the true occurrence of 

behaviours and how comparable estimates are across studies using different 

methods. Here, we used a simulation approach to evaluate the performance of 

different observation methods in terms of how accurately and precisely they represent 

true behavioural occurrences across varying contexts. We simulated behaviours 

differing in duration, frequency, and observability, in animals living in groups of 

different sizes and terrains with varying visibility. We then tested how the two most 

common observation methods—focal follows and group scans—captured these 

behaviours across different study durations, scan intervals, and focal lengths. We 

found that focal follows generated more accurate and precise behavioural estimates 

for short, rare behaviours, while group scans performed better for longer, more 

common behaviours. Group scans also performed better in larger group sizes and 

shorter study durations, as long as a large proportion of individuals was visible. We 

provide researchers with an interactive tool, the SIMBO app, to explore which 

observation method might be best suited to the specific properties of their system and 

research question. Overall, our study and app offer quantitative guidance on the 

performance of focal follows and group scans across contexts and highlights potential 

pitfalls for comparative research using data collected with different methods. 

  



Introduction 

Behaviour is a key interface between animals and their environment, shaping their 

inclusive fitness and driving evolutionary change (Kappeler et al., 2013; Leimar et al., 

2022). Much of our understanding of animal behaviour comes from direct observation. 

However, because it is rarely feasible to record all behavioural events that occur, 

researchers typically rely on systematic samples of behaviours collected using 

established observation methods (Altmann, 1974; Bateson & Martin, 2021). Designing 

behavioural observation studies therefore involves a series of critical decisions: which 

individuals to observe, how to sample their behaviour, and how to distribute sampling 

effort over time (Fragaszy et al., 1992). These choices are not merely technical—they 

are central to optimizing the statistical power, reliability, validity, and generalizability of 

the resulting behavioural estimates (Fragaszy et al., 1992; Mielke et al., 2021). 

Understanding how sampling choices impact behavioural estimates is also crucial for 

interpreting differences across studies and for conducting reliable comparative 

analyses (De Moor et al., 2024; Webster & Rutz, 2020). 

  

Simply recording all behaviours that observers can see (a method known as ‘ad libitum 

sampling’) can introduce biases, as more conspicuous behaviours and individuals tend 

to be recorded more frequently than less noticeable ones (Aldrich-Blake, 1970; 

Altmann, 1974). To address these biases, several systematic sampling methods have 

been developed (Altmann, 1974; Whitehead, 2008). These methods are primarily 

defined by two factors: which individuals are observed (‘sampling rules’) and how the 

behaviour is recorded (‘recording rules’; Bateson & Martin, 2021). The most common 

sampling rules focus on observing either a single individual at a time (focal sampling) 

or a group of individuals (group sampling). For recording behaviour, two main 

approaches are widely used (Fig. 1): continuous sampling and time sampling. 

Continuous sampling captures all occurrences of a behaviour over a fixed period, 

either as counts or durations of behaviours. Time sampling, on the other hand, records 

whether one or several behaviours are occurring or not at regular intervals, yielding 

binary data. 



 

Figure 1. Schematic visualisation of two primary recording rules. “Continuous sampling” 

records every occurrence of a behaviour within a predefined observation time, either as a count 

of events or the total duration of the behaviour. From these data, behaviour rates 

(count/observation time) or proportions of time (duration/observation time) can be calculated. 

In contrast, time sampling records whether a behaviour is occurring at regular intervals, 

resulting in binary data, from which a probability (number of samples with behaviour/total 

number of samples) can be calculated. For the same underlying behaviour (top row in black), 

continuous sampling of event count gives an estimated rate of 0.2 events per minute (4/20), 

continuous sampling of durations results in an estimated proportion of time of 0.52 (10.5/20) 

and time sampling yields an estimated probability of 0.63 (7/11), highlighting that the same 

behaviour gives rise to different behavioral estimates based on the recording rule that is used. 

Focal sampling is typically paired with continuous recording, allowing researchers to 

record all behaviours of the focal individual, including their timing and sequence. In 

contrast, group sampling is often combined with time sampling, as continuously 

recording all occurrences of a behaviour in a group is usually not feasible. 

Consequently, focal continuous sampling (from here on referred to as 'focal follows') 

and group time sampling (from here on referred to as 'group scans') are two of the 

most widely used observation methods in animal behaviour research (Brereton et al., 

2022; Webber & Vander Wal, 2019; Whitehead, 2008). 

Each of these observation methods has its own strengths and limitations. Focal follows 

provide rich, detailed data about the focal individual but overlook all behaviours not 

involving that individual. On the other hand, group scans provide a broader overview 

of behaviour across group members at various times of the day but miss sequences 

of behaviours and behaviours that occur between sampling intervals. The performance 



of each observation method might also depend on several factors related to the study 

system, the behaviour of interest, and the observational setup. For instance, group 

size determines the amount of data that can be collected per individual within a given 

timeframe and visibility of the terrain impacts how well the entire group can be 

observed at once: large groups in open savannahs, for example, present very different 

observational challenges than small groups in dense rainforests. The duration, 

frequency and visibility of the behaviour of interest can also impact how likely it is that 

a behaviour is recorded. Shorter and less visible behaviours such as facial 

expressions are more easily missed than conspicuous fights, and rare behaviours are 

easier to miss compared to common ones. Finally, aspects of the observational setup, 

such as the duration of focal follows, the intervals between scan samples, and the time 

spent observing each individual during a scan, can also affect performance. Each of 

these variables can influence how well the recorded data represent the true 

occurrence of behaviour of interest, and thus which observation method is best suited 

for a given study system or research question. 

Understanding how focal follows and group scans perform across contexts is also 

crucial for comparative studies, where data collected using various methods are often 

combined (De Moor et al., 2024; Nunn, 2011; Rubenstein & Abbot, 2017). One major 

challenge in comparative animal behaviour research is determining whether observed 

differences in behaviour are due to true biological variation or simply result from 

differences in observation method (Ihle et al., 2017; Lukas & Clutton-Brock, 2017; 

O'Dea et al., 2021; Webster & Rutz, 2020). Insights into how similarly or differently 

observation methods perform can help researchers assess when comparisons are 

valid and when methodological differences may bias their findings. 

Studies providing guidance on observation methods and their respective strengths and 

weaknesses have been highly influential (Altmann, 1974; Bateson & Martin, 2021; 

Lehner, 1998; Whitehead, 2008), and several studies have estimated their relative 

performance (e.g. Amato et al., 2013; Brereton et al., 2022; Canteloup et al., 2020; 

Castles et al., 2014; Davis et al., 2018; Fragaszy et al., 1992; Gilby et al., 2010; 

Hämäläinen et al., 2016; Hepworth & Hamilton, 2001; Karniski et al., 2014; Pullin et 

al., 2017; Rose, 2000). Yet, no study to date has evaluated the extent to which 

performance of observation methods is influenced by system-, behaviour-, and 



observational setup-specific factors. A main reason for this is that the true occurrences 

of a behaviour in real-world systems is rarely known, making it difficult to benchmark 

behavioural estimates against a ground truth. Simulation studies are a good way to 

address this issue, because they allow us to set group-specific, behaviour-specific, 

and observation-specific parameters with full knowledge of the true occurrences of 

behaviour. While the resulting data and comparisons are much simpler than a true 

biological system, they nevertheless can act as guidance for researchers designing a 

behavioural study (Fogarty et al., 2022; Williams et al., 2024). 

Here, we conducted a simulation study to test the performance of focal follows and 

group scans. We do this by quantifying how accurately and precisely the data recorded 

using these observation methods estimate the true occurrence of simulated 

behaviours, as well as the comparability of the estimates they produce. We also 

evaluate how factors related to the system, behaviour and observational setup affect 

the performance of both methods. Our goal is to offer rigorous, quantitative guidance 

for selecting the observation method for a given study. Additionally, we aim to help 

researchers assess the extent to which differences in observation methods might drive 

observed behavioural differences when comparing data.                   

Methods 

Simulations 

To create a ground truth of occurrences of behaviour against which to quantify the 

performance of observation methods, we simulated behaviours occurring in virtual 

groups of animals. We varied the following parameters to estimate their impact on the 

performance of focal follows and group scans: group size, terrain visibility (are all 

individuals visible at all times?), behaviour visibility (is it likely that an observer sees 

the behaviour when it happens?), behaviour frequency, behaviour duration, study 

duration, focal duration, focal break time (simulating the time needed to find a new 

subject to follow), scan interval time and scan time per subject (simulating that it might 

be harder to note down some behaviours or find each individual in the sampling range; 

see Table 1 for definitions and value spaces). We assumed seven hours of 

observations on any given day. We randomly selected values from each parameter 

and combined them, generating a total of ~229,000 simulations. 



 

 

 
Figure 2. Visual representation of the simulated behaviour and observation methods. The top 

two panels show the same true occurrences of behaviour (in grey) for each individual across 

time. The left panel represents observation using focal follows (in blue), where one individual 

is observed for a fixed period of time. Below it, the bottom-left panel shows the behaviour that 

was recorded during these focal follows. On the right side, the top-right panel represents 

observation using group scans (in yellow), where all individuals are observed near-

instantaneously at regular time intervals. The bottom-right panel shows the recorded behaviour 

from these group scans. This figure illustrates how the same underlying behaviour (grey) can 

be sampled using two different observation methods, highlighting the differences in the data 

recorded using focal follows versus group scans. 

In each simulation, we first created a set of seconds for each seven-hour day of the 

entire study duration for a fixed number of individuals (group size). Then on each day, 

we randomly allocated the number of behavioural events (behaviour frequency) across 

individuals. This approach assumes that individuals engage in the behaviour randomly 

throughout the day and across the study period, and that behavioural occurrences are 

independent from each other. Individuals had at least one behavioural occurrence per 

day. The duration of behaviours was fixed to one value (behaviour duration). At the 



end of each simulation we obtained the true proportion of time each individual spent 

engaged in a behaviour, which we refer to as the true value from here on. 

  

Next, we simulated the observation methods. Focal follows in our simulations lasted 

for a set number of minutes (focal duration), with a set focal break time between the 

end of a given focal follow and the start of the next. For each focal follow, the duration 

of the behaviour was recorded as the number of seconds in which the individual was 

engaged in the behaviour. The focal individual was randomly selected from the pool 

of individuals, with no rule against picking the same individual twice in a row 

(behaviours are spread out randomly in time, so the order at which individuals are 

selected to follow does not affect results). For group scans, the number of scans in a 

day was determined in each simulation by the scan interval time parameter, which 

sets the number of minutes between the end of one scan and the start of the next. 

During a scan, individuals were observed sequentially and near-instantaneously, 

recording whether they were engaged in the behaviour or not. The order at which the 

visible individuals were scanned was randomly assigned, with a fixed number of 

seconds spent on each individual (scan time per subject). An individual was 

considered to be engaged in the behaviour in a given scan if the seconds in which it 

was scanned contained the behaviour. 

  

In each simulation, we also set two parameters that determine the likelihood of missing 

a behaviour. The first parameter, terrain visibility, represents the fact that individuals 

in some terrains are harder to keep in view than in others. In focal follows, it is 

implemented as the proportion of the follow during which the subject is out of view 

(and thus unobservable). In group scans, it is the proportion of individuals not 

observed in a given scan. For example, if terrain visibility is set to 0.5, then the subject 

is effectively “out of view” for half of the focal follow, and half the group members are 

unseen in each scan. Importantly, this out-of-view period does not count toward actual 

observation time for focal follows, and group scans are ended after all visible 

individuals have been scanned, which can result in more scans per day as scans are 

shorter. 

  

The second visibility parameter, behaviour visibility, represents how likely an observer 

is to observe the behaviour in question, even when an individual is in view. For focal 



follows, it is implemented as the proportion of time the focal subject is observed but 

no behaviour is recorded. For group scans, it is the proportion of individuals that are 

seen and scanned but have no recorded behaviour. For example, if behaviour visibility 

is set to 0.5, then no behaviours are recorded for half of the focal follow or half of the 

group members in each scan, even if behaviours actually occur. Unlike terrain visibility, 

these “missed” intervals count toward the total observation time for focal follows, and 

scans last as long as it takes to observe each visible individual—reflecting that the 

observer is watching but that the behaviour is not seen. 

 

Table 1. Summary of the simulation parameters, including their definitions and the range of 

values used. Value ranges were determined to represent realistic values for each parameter 

that researchers might encounter in behavioural studies. Values used in the SIMBO Shiny app 

(see below) are highlighted in bold. 

  

Category Parameter Definition & implementation Value Range 

Study system Group size Number of individuals in the group for which 

behaviour is recorded.. 

10, 15, 20, 25, 30, 

35, 40, 45, 50, 55, 

60, 65, 70, 75, 80, 

85, 90, 95, 100 

Terrain 

visibility 

Proportion of individuals visible at any time. 

For focal follows, this determines the 

proportion of time during a focal period that 

the subject is visible for behaviour 

recording. For group scans, it determines 

the proportion of all individuals that are 

visible for behaviour recording. 

0.1, 0.2, 0.3, 0.4, 

0.5, 0.6, 0.7, 0.8, 

0.9, 1 

Behaviour Behaviour 

frequency 

Average number of occurrences of the 

behaviour per individual per day, with some 

variation between individuals (SD = 2). 

1, 2, 3, 4, 5, 6, 7, 8, 

9, 10, 11, 12, 13, 

14, 15, 16, 17, 18, 

19, 20, 25, 30, 35, 

40, 45, 50 

Behaviour 

duration 

Duration of all occurrences of the behaviour 

in seconds. 

1, 2, 3, 4, 5, 6, 7, 8, 

9, 10, 15, 20, 25, 

30, 35, 40, 45, 50, 

55, 60, 70, 80, 90, 

100, 110, 120, 180, 

240, 300, 360, 420, 

480, 540, 600 



Behaviour 

visibility 

Proportion of the behavioural occurrences 

that are visible. For focal follows, this 

determines the proportion of time during a 

focal period that no behaviours are 

recorded, even if they occur. For group 

scans, it determines the proportion of all 

individuals for which no behaviour is 

recorded, even if it occurs. 

0.1, 0.2, 0.3, 0.4, 

0.5, 0.6, 0.7, 0.8, 

0.9, 1 

Observational 

setup 

  

Study 

duration 

Number of observation days, with each day 

being seven hours long. 

30, 35, 40, 45, 50, 

55, 60, 65, 70, 75, 

80, 85, 90, 95, 100, 

105, 110, 115, 120, 

125, 130, 135, 140, 

145, 150, 155, 160, 

165, 170, 175, 180 

Focal 

duration 

Length of a focal follow (in minutes). 5, 10, 15, 20, 25, 

30, 40, 50, 60 

Focal break 

time 

Length of time between the end of a focal 

follow and the start of the next one (in 

minutes). 

1, 2, 3, 4, 5 

Scan interval 

time 

Length of time between the end of a group 

scan and the start of the next one (in 

minutes). 

1, 5, 10, 15, 20, 25, 

30, 40, 50, 60 

Scan time 

per subject 

Time needed to observe each individual 

during group scans (in seconds). 

1, 3, 5, 7, 9, 11 

 

  

At the end of each simulation, we estimated the proportion of time an individual spent 

engaged in a behaviour as follows: For focal follows, we calculated the proportion of 

time an individual spent engaged in a behaviour as the number of seconds an 

individual was observed engaging in the behaviour divided by the total number of 

seconds the individual was observed. For group scans, we calculated the individual 

probability to engage in the behaviour as the number of scans where an individual was 

observed to engage in the behaviour divided by the total number of times they were 

observed in a scan. The proportion of time spent in a particular behaviour is equivalent 

to the probability of being in that state at a given point in time, allowing direct 

comparisons of the performance of both observation methods. From here on we refer 

to these estimated proportions/probabilities as the behavioural estimates. 



  

In total, there were 25,304,853,600 possible combinations of all simulation 

parameters. Due to the computational expenses of simulating each of those, we ran 

65,620 simulations randomly selecting one value for each parameter. For each set of 

parameters, we produced 10 iterations of the simulations, to quantify how similar the 

estimates were when using the same observation method, given that random factors 

vary between runs. 

  

How do focal follows and group scans perform? 

To evaluate the performance of focal follows and group scans, we computed two main 

measures: accuracy and precision. We calculated two additional measures, bias and 

correlation to true value, which we did not include in all investigations, as they were 

mainly intended to provide additional context on the accuracy and precision of the 

behavioral estimates. 

  

1. Accuracy: how closely do behavioural estimates match the true value? 

  

We measured accuracy as the standardized root mean squared error (RMSE, Formula 

1) between each individual’s behavioural estimate and its true value across iterations 

of the same simulation. Because larger true values naturally produce larger RMSE, 

we standardized RMSE by dividing it by the true value. As such, the standardized 

RMSE represents the average error as a percentage of the true value: an RMSE of 0 

indicates a perfect match between the behavioral estimate and the true value, and 

values greater than 100 mean that the error is larger than the true value itself. The 

RMSE is not sensitive to direction, i.e., we do not know whether the behavioural 

estimate over- or underestimates the true value. However, because the observed 

values are bound by 0 for each individual, RMSE values above 100 can only arise if 

the error was an overestimation. 

 

 

 



Formula 1: Standardised Root Mean Squared Error as a measure of accuracy. ŷ are the 

behavioural estimates, y are the true values, n are the number of individual estimates. 

  

2. Precision: how consistent are behavioural estimates of the same true value? 

  

We measured precision as the coefficient of variation (CV, Formula 2) of each 

individual’s behavioural estimate across the ten iterations of each simulation with a 

given set of parameters. As such, precision indicates how similar a new estimate 

would be if the same behaviour was observed again under identical conditions. A lower 

CV indicates more consistent (i.e., more precise) estimates, meaning a new estimate 

under identical conditions would likely be similar. In some cases the CV was 0 because 

all iterations estimated a value of 0, reflecting a uniformly incorrect outcome (all 

iterations missed the true occurrence of the behaviour) rather than true precision. We 

replaced these 0 values with missing data to maintain interpretability, ensuring that 

smaller CV values actually represent higher precision. 

  

 

Formula 2: Coefficient of variation as a measure of precision. σ is the standard deviation of an 

individual’s behavioural estimates across the ten iterations of the simulation, and μ is the mean of those 

estimates. 

  

3. Bias: do behavioural estimates over- or underestimate the true value? 

We measured bias as the standardized mean error between each individual’s 

behavioural estimate and its true value across iterations of the same simulation 

(Formula 3). Because larger true values naturally produce larger differences, we 

standardized bias by dividing it by the true value. A bias of 0 indicates that, on average, 

the estimate matches the true value, while positive values indicate overestimation and 

negative values indicate underestimation. A method can generate estimates with 

minimal bias that are still inaccurate (i.e., show large random variation around the true 

value). Therefore, combining accuracy and bias provides a more complete view of how 

closely behavioural estimates align with the true values. 



   

Formula 3: Standardized mean error as a measure of bias. ŷ are the behavioural estimates, y are the 

true values, n are the number of individual estimates. 

  

4. Correlation to true value: are behavioural estimates ranked similarly to true 

values? 

For many questions in animal behaviour research, the primary goal is to assess how 

individuals differ from each other, rather than to obtain precise and accurate 

measurements of each individual's behaviour. For example, researchers might be 

interested in identifying which animals display the highest levels of aggression or 

spend the most time feeding, rather than focusing on the exact amount of time each 

individual spends on those behaviours. To test how focal follows and group scans 

perform in correctly representing the ranking of individuals relative to others, we 

calculated Spearman rank correlations between the behavioural estimates and true 

values. We calculated correlations for each iteration of the simulation and then 

averaged them across iterations. 

Do focal follows and group scans produce comparable results? 

To estimate how comparable data collected using focal follows and group scans were, 

we calculated the Spearman rank correlation between the behavioural estimates 

produced by each method. We calculated correlations for each iteration of the 

simulation and then averaged them across iterations. 

 

How do system, behaviour, and observation parameters impact method 

performance? 

To estimate how factors related to the study system, the behaviour of interest, and the 

observational setup influence the performance of different observation methods, we 

fitted models with accuracy and precision as response variables — separately for focal 

follows and group scans. As predictors, we included the parameters detailed in Table 

1, z-standardising them before inclusion to ensure improved model convergence and 

interpretability (Schielzeth, 2010). Because accuracy and precision values were 



heavily right-skewed, we modelled them as log-normal using the lme4 package (Bates 

et al., 2015). For the focal follow models, we excluded scan-specific predictors (scan 

time per subject and scan interval time), and for group scan models, we excluded 

focal-specific predictors (focal duration and focal break time). We included simulation 

ID as a random effect. 

These models give an indication of the magnitude and direction of each parameter’s 

effect on method performance. However, in reality, these parameters interact in 

complex ways that are difficult to fully capture through modelling alone. To address 

this, we present a decision tree, a set of illustrative case studies and an interactive 

Shiny app that allows researchers to explore the effects of different parameter 

combinations. 

Which parameters drive differences between group scans and focal follows? 

To decide whether to choose focal follows or group scans, researchers may wish to 

know under which sets of parameters one observation method performs better than 

the other. Here, we investigated this using a classification approach: for each 

simulation, we calculated the median accuracy values across all simulated individuals, 

in line with the idea that researchers would want to find the approach that represents 

all group members most accurately. We classed each simulation as ‘focal better’ if 

focal follows showed lower standardised RMSE; ‘scan better’ if group scans showed 

lower standardised RMSE; and ‘same’ if their standardised RMSE values were within 

1% error of each other. We used random forests as a classification algorithm, 

implemented in the ‘rpart’ package (Therneau et al., 2025) with default 

hyperparameter settings, and plotted the pruned decision tree of the forest. We 

present the decision tree based on accuracy, because the pattern did not differ for 

precision, and because accuracy is usually the measure that researchers want to 

optimise the most. We interpret any splits that separate the performance of the two 

approaches from each other. 

Case studies 



We present four case studies and use our simulations to investigate the impact of 

choosing one observation method over the other by answering common questions 

researchers may face before starting their study. 

1. What observation method should I use to record my behaviour of 

interest? 

We tested the performance of focal follows and group scans in capturing three types 

of behaviours: 

● A long, common, and highly visible behaviour like grooming or traveling 

(behaviour frequency = 10 occurrences per day per individual, behaviour 

duration = 60 seconds, behaviour visibility = 0.9). 

● A short, less common, and highly visible behaviour like aggression or drinking 

(behaviour frequency = 5 occurrences, behaviour duration = 3 seconds, 

behaviour visibility = 0.9 behaviour visibility). 

● A short, less common, less visible behaviour like a threat posture or  scratching 

(behaviour frequency = 5 occurrences, behaviour duration = 3 seconds, 

behaviour visibility = 0.3). 

 

We fixed the remaining parameters to study duration = 200 observation days, group 

size = 90 individuals, terrain visibility = 0.5, focal duration = 15 minutes, focal break 

time = 1 minute, scan interval time = 5 minutes and scan time per subject = 3 seconds. 

2. Is the relative performance of group scans versus focal follows influenced 

by group size? 

We tested the performance of group scans relative to focal follows for groups of 

different sizes (15, 50, or 90 individuals). We parameterized the behaviour as a long, 

common and highly visible behaviour like grooming or traveling (behaviour frequency 

= 10 occurrences per day per individual, behaviour duration = 60 seconds, behaviour 

visibility = 0.9). We fixed the remaining parameters to study duration = 200 observation 

days, terrain visibility = 0.5, focal duration = 15 minutes, focal break time = 1 minute, 

scan interval time = 5 minutes and scan time per subject = 3 seconds. 

3. How long does my study need to be? 



Assuming that individuals have a stable tendency to engage in a given behavior over 

time, longer studies should produce behavioural estimates that more closely reflect 

the true value. We tested whether different study durations (30 days, 90 days, 180 

days, 730 days) were associated with different performance for focal follows and group 

scans respectively. We tested this for two types of behaviours: 

● A long, common, and highly visible behaviour like grooming or traveling 

(behaviour frequency = 10 occurrences per day per individual, behaviour 

duration = 60 seconds, behaviour visibility = 0.9). 

● A short, less common, and highly visible behaviour like aggression or drinking 

(behaviour frequency = 5 occurrences, behaviour duration = 3 seconds, 

behaviour visibility = 0.9 behaviour visibility). 

 

We fixed the remaining parameters to group size = 40 individuals, terrain visibility = 

0.5, focal duration = 15 minutes, focal break time = 1 minutes, scan interval time = 5 

minutes and scan time per subject = 3 seconds. 

SIMBO Shiny App  

To allow researchers to fully explore the parameter space of our simulations, we 

developed a user-friendly Shiny app, ‘SIMBO’ (Simulator of Methods for Behavioural 

Observation: anonymized link). For the SIMBO app, we generated a further ~31,000 

simulations of all possible combinations of a predefined subset of parameter values 

within their expected common ranges. This approach allowed us to fully represent 

every possible combination within that subset, making the app interactive and 

comprehensive within a manageable scope. In contrast, the simulations used for our 

statistical analyses were based on random draws across the entire parameter space 

to ensure broad coverage, but did not include all possible combinations. The SIMBO 

app enables users to investigate how various parameters related to the study system 

(group size, terrain visibility), behaviour of interest (behaviour visibility, behaviour 

frequency, behaviour duration) and observation method (study duration, focal 

duration, scan interval time, scan time per subject) influence the accuracy and 

precision of behavioural estimates from focal follows and group scans. As such, the 

SIMBO app enables researchers to assess what observation method might be best 

suited to the specific properties of their system and research question. 

https://delphinedemoor.shinyapps.io/SIMBO/
https://delphinedemoor.shinyapps.io/SIMBO/


Results 

How do focal follows and group scans perform? 

Considering behavioural estimates drawn across all investigated parameters, focal 

follows estimated true values with slightly lower error (standardised RMSE = 54.67) 

than group scans (standardised RMSE = 63.89). For both observation methods, the 

distribution of accuracy peaked at a standardised RMSE of 100 (i.e. an error as large 

as the true value), indicating that individual values were often missed, i.e. estimated 

as zero even though the behaviour did take place (Fig. 3A). The median precision was 

similar for focal follows (CV 35.40) and for group scans (CV = 34.17; Fig. 3B), as was 

the median correlation between the behavioural estimates and true values (correlation 

= 0.41 for focal follows and 0.39 for group scans, respectively; Fig. 3D). 

 

Thus, on average across all simulations, focal follows generated slightly more accurate 

behavioural estimates than group scans (Fig. 3A). The underlying cause of this 

difference is explained by the negative bias values (Fig. 3C): behavioural estimates 

from focal follows rarely overestimated true values, so error values cluster between 0 

and the true value, which limits the maximum error that can be observed. This is also 

visible as the strong cutoff of the distribution in Fig. 3A, with almost no standardised 

RMSE > 100 for focal follows. The distributions of precision and accuracy for group 

scans are broader, meaning that scans can generate more precise and accurate 

behavioural estimates when they work well, but also have the potential to strongly 

overestimate true values. Thus, the respective benefits of focal follows and group 

scans are dependent on the data collection context. 

 



 

Figure 3: Distributions of A: standardized RMSE values as a measure of accuracy; B: CV 

values as a measure of precision across multiple iterations of the same set of simulation 

parameters; C: standardized mean error values as a measure of bias and D: correlation values 

between the true value and behavioural estimates. Dashed lines indicate medians. Distributions 

in blue represent measures for behavioural estimates from focal follows, distributions in yellow 

represent measures for behavioural estimates from group scans. The X-axis for A and B is log-

scaled to accommodate large values. In plots A, B and C, measures closer to 0 indicate higher 

accuracy, precision, and bias, respectively, and therefore a better representation of the true 

behavioural values. In plot D, measures closer to 1 indicate a higher correlation with the true 

value. 

  

Do focal follows and group scans produce comparable results? 

When comparing behavioural estimates from focal follows and group scans of the 

same true behaviour, we found that the correlation between the two was generally 

positive but low, with a median correlation coefficient of 0.18 (Fig. 4). Therefore, for all 

but a small subset of comparisons, the two methods produced different behavioural 

estimates indicating that in most cases the results obtained from both observation 

methods cannot be directly compared. 

 



 
Figure 4: Distribution of correlation values between the behavioural estimates of focal follows 

and group scans from the same true value. Values closer to 1 indicate that the two observation 

methods produced behavioural estimates similar to one another. 

 

How do system, behaviour, and observation parameters impact method 

performance? 

Parameters of the study systems impacted focal follows and group scans differently 

(Fig. 5). For focal follows, the accuracy and precision of behavioural estimates were 

lower for larger group sizes. This is likely because the total available observation time 

needs to be divided among more individuals, reducing the amount of time spent 

observing each one, and therefore more behaviours per individual were missed. In 

contrast, group size did not directly affect the accuracy or precision of group scans. 

Instead, the accuracy of group scan behavioural estimates was more strongly 

influenced by the terrain visibility, with a higher proportion of individuals visible during 

each scan leading to more accurate estimates. Terrain visibility had minimal impact 

on focal follow performance, which is likely to be the case because periods during 

which focal individuals were out of sight did not count toward observation time. 

Behavioural parameters strongly influenced the accuracy and precision of behavioural 

estimates from both focal follows and group scans (Fig. 5). Estimates of behaviours 

with a higher behaviour frequency and behaviour duration were more accurate and 

especially more precise for both focal follows and group scans, as they were less likely 

to be missed. Behaviour duration impacted the performance of group scans more 



strongly, because behaviours of short durations were more easily missed if they 

occurred in between scans, while behaviours occurring during focal follows were 

recorded regardless of their duration. Higher behaviour visibility also improved 

accuracy and precision of behavioural estimates, particularly for focal follows. This is 

likely because a low-visibility behaviour might be entirely missed during a focal follow, 

whereas during group scans the behaviour might be recorded in subsequent scans. 

Finally, most observational setup parameters had relatively limited effects on the 

performance of focal follows and group scans. Longer study durations slightly 

improved accuracy and precision for both methods, probably because with longer 

study durations, more behaviours are recorded and variability is averaged out, leading 

to more reliable estimates. For focal follows, focal duration and focal break time had 

negligible effects on accuracy and precision. For group scans, shorter scan interval 

times (i.e. more frequent scans) improved accuracy and especially precision, likely 

due to an increased likelihood of detecting short-duration behaviours. Longer scan 

time per subject slightly decreased accuracy, likely because this decreased the total 

number of scans that could be done per day. 

Note that the effects described here represent the influence of each parameter 

individually, holding all other parameters constant at their mean values. However, in 

practice, these parameters often co-vary, leading to more complex interactions. 



 

 

Figure 5: The estimated effect of system, behaviour and observation parameters on A: the 

accuracy of behavioural estimates, B: the precision of behavioural estimates and C: correlation 

values between the true value and behavioural estimates. Model estimates are in blue for focal 

follows and in yellow for group scans. Lower values indicate higher accuracy (lower 

standardised RMSE) and higher precision (lower CV). 

 

Which parameters drive differences between group scans and focal follows? 

We created a decision tree (Fig. 6), with simulations being classed as ‘same’ if the 

accuracy of the two approaches did not diverge by more than 1% (14% of cases); 

‘focal better’ if focal follows outperformed the group scans (41% of cases); and ‘scan 

better’ when group scans outperformed the focal follows (45% of cases), representing 

situations where no prior information is available about the behaviour of interest or the 

study system. The most important factor determining which method performed better 

was behaviour duration: when behaviours were shorter than 23 seconds, focal follows 

clearly outperformed group scans, providing more accurate estimates in 78% of cases. 

  

For behaviours longer than 23 seconds, the next most important parameter was 

behavioural visibility. Group scans performed better when behaviour visibility was high 

(at least 25% of behaviours that occur are observed), providing more accurate 



estimates in 63% of those cases. When behavioural visibility was low (below 25% of 

actions observed), scans were generally better or the same as focal follows, 

depending on the action duration. Group scans performed better under high behaviour 

visibility (at least 25% of individuals are visible at any time), while focal follows 

performed better at very high behaviour visibility (over 75%) if actions were short 

(below 53 seconds).  

  

 

 

Figure 6. Decision tree showing whether focal follows (blue), group scans (yellow), or both 

methods (grey) provided the most accurate behavioural estimates. The tree should be read 

from top to bottom, with each split indicating a parameter and moving to the left meaning that 

the condition was fulfilled. Probabilities in the boxes represent the likelihood that focal follows, 

both methods, or group scans, respectively, performed best. Percentages indicate the 

proportion of all simulated cases falling into each category. 

 

Case Studies 

1. What observation method should I use to record my behaviour of 

interest? 



For long, common, and highly visible behaviours like grooming or traveling, group 

scans (scan interval time = 5 minutes and scan time per subject = 3 seconds) 

generated accurate (Fig. 7A) and precise (Fig. 7B) behavioural estimates that were 

strongly correlated to the true values (Fig. 7C). Focal follows (focal duration = 15 

minutes, focal break time = 1 minute) performed generally well, but generated 

estimates with lower accuracy, precision and correlation to the true values than group 

scans (Fig. 7). 

For short, less common, and highly visible behaviours like aggression and drinking, 

both focal follows and group scans generated behavioural estimates of relatively low 

accuracy (Fig. 7A) and precision (Fig. 7B), but still a relatively high correlation to the 

true values (Fig. 7C). Estimates from focal follows were much more accurate than 

those from group scans, mainly because group scans tended to overestimate the true 

value (standardised RMSE > 100). The precision and correlation values were nearly 

indistinguishable between focal follows and group scans. 

Finally, for short, less common, and less visible behaviours like threat postures and 

scratching, both focal follows and group scans generated behavioural estimates of 

relatively low accuracy (Fig. 7A), precision (Fig. 7B), and correlation to the true values 

(Fig. 7C). Estimates from group scans were more accurate than those from focal 

follows, because the low visibility of these behaviours prevented the overestimation 

that occurred in the more visible short behaviours. The precision and correlation 

values were nearly indistinguishable between focal follows and group scans. 

 



Figure 7: Distributions of the A: accuracy, B: precision and C: correlation coefficient with the 

true value of behavioral estimates for a long, common and visible behaviour; short, rare, and 

visible behaviour; and short, rare, and less visible behaviour. Distributions in blue represent 

measures for behavioural estimates from focal follows, distributions in yellow represent 

measures for behavioural estimates from group scans. In plots A and B, measures closer to 0 

indicate higher accuracy and precision, respectively, and therefore a better representation of 

the true underlying behavioural values. In plot C, measures closer to 1 indicate a higher 

correlation with the true value. 

  

2. Is the relative performance of group scans versus focal follows 

influenced by group size? 

For long, common, and highly visible behaviours like grooming or traveling, group 

scans (scan interval time = 5 minutes and scan time per subject = 3 seconds) 

outperformed focal follows (focal duration = 15 minutes, focal break time = 1 minute) 

across all group sizes (Fig. 8A-C). Even for groups of 90 individuals, group scans 

provided estimates that were accurate, precise, and strongly correlated to the true 

value. Focal follows, in contrast, were strongly impacted by group size—for groups of 

15 individuals, they performed nearly identical to group scans, but for 90 individuals, 

the group scans had a clear advantage. 

 

 
Figure 8: Distributions of the A: accuracy, B: precision and C: correlation coefficient with the 

true value of behavioral estimates for groups of 15, 50, and 90 individuals. Distributions in blue 

represent measures for behavioural estimates from focal follows, distributions in yellow 

represent measures for behavioural estimates from group scans. In plots A and B, measures 



closer to 0 indicate higher accuracy and precision, respectively, and therefore a better 

representation of the true underlying behavioural values. In plot C, measures closer to 1 

indicate a higher correlation with the true value. 

  

3. How long does my study need to be? 

For long, common, and highly visible behaviours like grooming or dustbathing, 

increasing the study duration improved the accuracy, precision and correlation to the 

true value of behavioural estimates from both focal follows and group scans (Fig. 9A-

C). However, for group scans, the improvement was limited due to ceiling effects 

between 180 and 730 days. For focal follows, this ceiling was not yet reached by our 

maximum simulated study length of 730 days. 

For short, less common, and highly visible behaviours like aggression, increasing the 

study duration also improved the accuracy, precision and correlation to the true value 

of behavioural estimates from both focal follows and group scans (Fig. 9D-E). This 

was especially true for group scans where the overestimation of values decreased 

with increasing study duration. Even at the longest study duration, the focal follows 

outperformed the group scans. 



 

Figure 9: Distributions of the A/D: accuracy, B/E: precision and C/F: correlation coefficient with 

the true value of behavioral estimates for study durations 30, 90, 180, and 730 days for a long 

and common behaviour (A-C); and a short and rare behaviour (D-F). Distributions in blue 

represent measures for behavioural estimates from focal follows, distributions in yellow 

represent measures for behavioural estimates from group scans. In plots A and B, measures 

closer to 0 indicate higher accuracy and precision, respectively, and therefore a better 

representation of the true underlying behavioural values. In plot C, measures closer to 1 

indicate a higher correlation with the true value.  

Discussion 

In this simulation study, we evaluated the performance of two commonly used 

observation methods in animal behavioural research—focal follows and group 



scans—in estimating the true occurrence of behaviours. By comparing the behavioural 

estimates generated by each method to the known ground truth in our simulations, we 

were able to assess their accuracy (how close estimates are to the true value), 

precision (how consistent estimates are across repeated samples) and correlation to 

the true value. This approach provides a quantitative foundation for guiding 

researchers in selecting the most appropriate observational strategy depending on the 

study system, the behaviour of interest, and the observational setup. It also offers 

insight into how comparable behavioural data are when they were collected using 

different methods. 

  

Our first step was to evaluate how focal follows and group scans perform across a 

broad range of conditions. As expected, both methods produced behavioural 

estimates that, on average, showed relatively low accuracy, precision, and correlation 

with the true behavioural occurrences. This reflects a well-recognized reality in 

behavioural research: observational data almost always represent only a sample of 

the full set of behavioural occurrences, and some level of discrepancy is inevitable 

(Altmann, 1974; De Moor et al., 2024). The central insight of this approach was that 

these discrepancies differ systematically between the two observation methods. Focal 

follows tended to underestimate the true proportion of time each individual spent 

engaged in a behaviour, because they only recorded behaviours that took place while 

an individual was the subject of a focal follow, missing many events that occurred 

outside of that window. Group scans, on the other hand, tended to overestimate the 

proportion of time spent engaged in a behaviour, because any behaviour observed 

during a scan was considered to have occurred throughout the entire interval—even 

if it only happened momentarily. As a result, behaviours, especially rare or brief ones, 

could appear to occupy a larger proportion of time than they actually did. This 

systematic difference between both observation methods was also reflected in the 

generally low correlation between behavioural estimates from focal follows and group 

scans of the same true behavioural occurrences. These findings highlight the need for 

caution when interpreting and comparing behavioural estimates derived from different 

observation methods. 

  

When evaluating system, behaviour, and observation parameter effects on method 

performance, we found that some parameters affected both focal follows and group 



scans in similar ways: longer study duration, higher behaviour frequency and better 

behaviour visibility improved the accuracy, precision, and correlation of behavioural 

estimates with true behavioural occurrences. Other parameters had contrasting 

effects on the two methods. Group size impacted focal follow performance more 

strongly, whereas terrain visibility (i.e. the proportion of the group that was visible) 

mattered more for group scans. This is because, for focal follows, the observation time 

per individual decreases as group size increases, reducing the density of data 

collected for each subject. For group scans, in contrast, performance remained high 

even in large groups, as many individuals could be sampled reliably at each time point. 

However, this advantage quickly disappeared when the terrain visibility was low, 

especially when scans were infrequent. An empirical study of arboreal wedge-capped 

capuchins (Cebus oliuaceus) illustrates this effect: behaviours that occurred in the 

middle of the canopy, where visibility is lowest, were less likely to be recorded using 

group scans than focal follows (Fragaszy et al., 1992). The balance between group 

size and terrain visibility is therefore a key factor in determining which method 

performs better under different conditions. 

  

Behaviour duration had a much stronger impact on group scans’ performance than on 

focal follows. While focal follows were equally likely to detect short and long 

behaviours, short behaviours were more easily missed when using group scans, as 

they could occur between sampling points. In addition, the time spent engaged in short 

behaviours was more likely to be overestimated when using group scans, since a brief 

behaviour recorded during a scan was considered to have occurred throughout the 

entire interval (Altmann, 1974; Brereton et al., 2022; Griffin & Adams, 1983). These 

patterns were also reflected in the positive effect of scan interval time (and, to a lesser 

extent, scan time per subject): more frequent scans improved the accuracy and 

precision of group scan estimates by reducing both the likelihood of missing 

behaviours and the extent of overestimation. This aligns with findings from a study on 

howler monkeys (Alouatta pigra), which showed that longer behaviours were 

accurately estimated when sampled using group scans with short intervals. Shorter 

behaviours were more likely to be missed, but this was partly balanced by an 

overestimation of their duration, leading to only moderate overall error (Amato et al., 

2013). A study on lambs (Ovis aries) and another on cows (Bos taurus) also found 



that increasing the frequency of scans improved the accuracy of detecting shorter 

behaviours (Hämäläinen et al., 2016; Pullin et al., 2017). 

  

Finally, focal duration and focal break time had no measurable impact on performance 

in our simulations. However, this may be an artefact of our modelling assumptions, 

which treated behavioural occurrences as independent of each other. In reality, 

behaviours may cluster in time (e.g., because individuals might perform the same 

action repeatedly once they start, or because certain behaviours tend to happen most 

at certain times of the day). In such cases, longer focal durations could lead to some 

individuals being observed during active periods and others during inactive ones. This 

can increase temporal sampling bias and reduce the representativeness of 

behavioural estimates compared to group scans, which distribute sampling more 

evenly across individuals and time. However, the impact of such temporal bias was 

found to be minimal in an empirical study of wedge-capped capuchins, where variation 

across sampling days had no significant effect on estimates of activity budgets, 

suggesting that temporal clustering may not always introduce substantial bias in 

behavioural estimates from focal follows (Fragaszy et al., 1992). 

  

Overall, focal follows tended to outperform group scans for short, less common 

behaviours. This is in line with foundational guidance on observation methods 

(Altmann, 1974; Bateson & Martin, 2021), which emphasized two key advantages of 

focal follows: their ability to capture short or rare behaviours, and their ability to record 

the temporal sequence of events. In addition, focal follows allow to estimate both the 

rate at which behaviours occur, as well as their average duration, whereas group 

scans only allow to estimate the probability of an individual engaging in a behaviour 

(although approaches to estimate frequencies and duration from scan data exist, e.g. 

Griffin & Adams, 1983; Suen & Ary, 1984). These features established focal follows 

as the method of choice in many behavioural studies (Brereton et al., 2022; Webber 

& Vander Wal, 2019). However, our simulations show that for longer and more 

common behaviours, group scans consistently outperformed focal follows—

particularly in larger groups with relatively good terrain visibility and in shorter studies. 

This is because group scans allow for the near-simultaneous sampling of many 

individuals, increasing the density of behavioural data that is recorded. When 

behaviours are long and common, this increased sampling density outweighs the 



limitation that some occurrences may be missed between scan intervals. This pattern 

is consistent with an empirical study on olive baboons (Papio anubis), in which 

behavioural records derived from GPS collars were subsetted to mimic sampling via 

focal follows and group scans. The study found that group scans produced more 

accurate estimates of spatial association—a long and relatively common behaviour 

(Davis et al., 2018). 

  

Many behaviours of central interest to researchers—including feeding, travelling, 

resting, grooming, and spatial association—tend to be relatively long and common. 

For these behaviours, group scans conducted at short intervals can be an efficient 

method for data collection. At the same time, other behaviours of interest—such as 

vigilance, agonistic interactions and sexual behaviours—are typically shorter and may 

be better captured through focal follows. For instance, three studies on howler 

monkeys, white-faced capuchins (Cebus capucinus), and lambs respectively found 

that group scans generated accurate estimates of activity budgets while needing lower 

observation effort than focal follows. However, for less common and shorter 

behaviours, only focal follows generated accurate estimates (Amato et al., 2013; Pullin 

et al., 2017; Rose, 2000). We therefore suggest, as others have (Canteloup et al., 

2020; Fragaszy et al., 1992; Rose, 2000), that a mixed approach may often be most 

effective. For example, researchers could combine focal follows with periodic scans of 

all visible individuals (e.g., every five minutes) or conduct small-group focal follows to 

increase sampling coverage while retaining sequential detail (e.g. Dragić et al., 2022). 

In some cases, combining systematic sampling methods with ad libitum observations 

may also be appropriate—particularly when ad libitum data correlate well with 

systematically sampled data—in which case the benefits of increased data density 

might outweigh the potential costs of sampling bias (Archie et al., 2014; Canteloup et 

al., 2020). However, it is important to note that incorporating ad libitum data 

complicates the estimation of observation effort, a factor that should be carefully 

considered when choosing an observation approach (Milinsky, 1997). Ultimately, 

hybrid strategies allow researchers to capitalize on the complementary strengths of 

each method and therefore improve the overall quality of their behavioural data 

samples. 

  



We implemented a simulation-based approach in this study because it allowed us to 

set a ground truth against which to evaluate the performance of different observation 

methods. However, simulations inevitably simplify complex systems and must be 

interpreted with care (Fogarty et al., 2022; Williams et al., 2024). While our simulated 

groups were parameterised to resemble real-world conditions, they did not account for 

factors such as behavioural autocorrelation, changes in visibility, or dynamic group 

composition. As such, our findings can only ever be a general guide and need to be 

complemented by empirical validation and system-specific knowledge. Our 

simulations are also not meant to find the ‘best’ observation method, but rather to 

provide guidance on what variables to consider when choosing an observational 

approach. We encourage readers to use the SIMBO app to explore how different 

methods perform under conditions relevant to their specific system and research 

question. 

  

Recognizing the strengths and limitations of focal follows and group scans is 

essential—not only for guiding the choice of observation method for a given study, but 

also for interpreting behavioural estimates more broadly. Behavioural estimates 

always represent only a subset of the true behavioural occurrences, and different 

methods can introduce different sampling biases, such that estimates of the same 

behaviour can differ. Careful consideration of how well behavioural observations 

reflect the true behavioural occurrences of interest can guide sound methodological 

choices, inform modelling approaches to account for sampling biases, and enable 

more accurate comparisons across methods and studies—ultimately improving our 

understanding of animal behaviour. 

 

Data Availability: Scripts and results can be found here: 

https://github.com/AlexMielke1988/Observation_Methods_Comparison  
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