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Abstract 28 

Meta-analyses are powerful tools to synthesise the literature in several fields of study, including 29 

ecology and evolution. However, it remains uncertain whether ecologists and evolutionary 30 

biologists fully comprehend meta-analyses’ findings or effectively apply them when citing 31 

these studies in their own research. Here, we first discuss key meta-analytical concepts and 32 

provide a guide to researchers in ecology and evolution on how to harness meta-analyses’ 33 

insights. For instance, we clarify the meaning of effect sizes and heterogeneity to improve 34 

understanding of meta-analyses’ quantitative findings. In addition, we analysed articles 35 

published in 2023 in ecology and evolution to investigate how frequently and in what context 36 

meta-analyses were cited. We found that approximately 21% of articles cited at least one meta-37 

analysis, and that the relative number of citations of meta-analyses (0.04% of all citations 38 

analysed) was similar to the publication frequency of meta-analytical articles (0.06% of all 39 

articles). Most importantly, we found that while the direction of mean effect sizes from cited 40 

meta-analyses was often mentioned, the magnitude of effect sizes and the limitations of the 41 

data analysed were frequently overlooked. These findings underscore the need for improved 42 

citation practices of meta-analyses in ecological and evolutionary research, which our 43 

recommendations seek to promote. 44 
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Introduction 47 

The research literature on ecology and evolution has rapidly grown in the past few decades 48 

[1,2]. Thus, it is no surprise that syntheses of the primary literature, such as systematic reviews 49 

and meta-analyses, have become common in this field [3]. While systematic reviews aim to 50 

summarise studies on a given subject, meta-analyses additionally test hypotheses by 51 

quantifying a mean effect size using data extracted from these studies [3–5]. Because of this, 52 

meta-analyses are often seen as powerful sources of robust summaries and predictions, 53 

commonly receiving more citations than empirical studies [6]. Despite their potential, insights 54 

provided by meta-analyses can remain obscure to readers who are less familiar with meta-55 

analytical methods. If this is the case for many ecology and evolution researchers, citations of 56 

meta-analyses may be under-utilised or even misleading in this field of study. 57 

In this article, we briefly explain concepts that are pivotal to meta-analyses (more in-58 

depth discussions about them can be found elsewhere; e.g. [4,5,7–9]). We also provide a set of 59 

clear and concrete recommendations to effectively harness the information provided by these 60 

studies (section a). Afterwards, we explore how articles in ecology and evolution cite meta-61 

analytical studies (section b). More specifically, we estimate how often meta-analyses are used 62 

as references (i.e. citation patterns) and explore the context in which these citations are 63 

harnessed in recent ecology and evolution research manuscripts, analysing the specific content 64 

of meta-analytical citations from a representative sample of studies. 65 

 66 

(a) How to harness the insights of meta-analytical papers 67 

(i) Search for relevant meta-analyses 68 

References to prior research in the form of citations are essential in any scientific article [10]. 69 

Meta-analyses have the advantage of representing “many articles in one” as they compile and 70 

provide quantitative estimates of the existing literature on a particular topic. This means that 71 



citing a meta-analysis represents strong support for an argument in addition to citing the most 72 

relevant empirical articles as examples. Thus, researchers should search for and cite meta-73 

analyses that are relevant to the statements they make in their manuscripts. This process is 74 

particularly important for research projects’ main questions, as the results of meta-analyses can 75 

be used to justify efforts and to compare findings (see sections below). The absence of a meta-76 

analysis on a given topic can also be informative, although it requires a deeper understanding 77 

of the existing literature on that subject. This is because the lack of meta-analyses on a topic 78 

suggests that either the literature on that topic is scarce (which can be used to highlight the 79 

value of producing more empirical research) or that the literature on that topic would benefit 80 

from a synthesis (representing an opportunity for researchers interested in it to conduct a meta-81 

analysis). 82 

 83 

(ii) Understand key concepts: effect sizes  84 

Meta-analysts usually calculate effect sizes (i.e. standardised unitless estimates; e.g. Cohen’s 85 

d, Fisher’s Zr, odds ratio, response ratio; [11]) from the data they collect (regarding a certain 86 

effect or relationship), allowing them to pool data across multiple studies. A mean effect size, 87 

obtained by fitting a meta-analytical model on individual effect sizes, represents an average 88 

effect or relationship across studies. Effect sizes not only convey the existence and direction of 89 

effects or relationships but also their magnitude [11,12]. Although many researchers focus 90 

exclusively on the direction of mean effect sizes (e.g. whether they are negative, positive, or 91 

not different from zero), doing so can conceal critical information, thus representing a 92 

dangerous approach. For instance, textbooks often mention the positive relationship between 93 

bib size (patch of black plumage) and dominance status in male house sparrows as evidence 94 

that ornaments can serve as signals to conspecifics (e.g. [13,14]). Yet, a recent meta-analysis 95 

showed that this relationship is weak (Zr = 0.2), suggesting that this case is not a good example 96 



of the mentioned hypothesis ([15]; see also [16]). This shows that qualitative information 97 

represents only part of the puzzle and can even be misleading in certain situations as, with a 98 

large enough sample size, even tiny effect sizes tend to statistically differ from zero [11]. 99 

Therefore, when mentioning the findings of a meta-analysis in a research manuscript, we 100 

recommend stating the magnitude of the mean effect size estimated in addition to its direction. 101 

This can be done by specifying values reported and its exact interpretation (e.g. log response 102 

ratio [lnRR] = 0.1, which translates to 10.5%). One can also use words that convey the 103 

magnitude of effect sizes (small or weak, medium or moderate, large or strong; Table 1; Table 104 

S1). These terms represent interpretations based on benchmarks proposed by [12], but these 105 

can be arbitrary values only available for some effect size statistics (Table 1). Moreover, when 106 

possible, we recommend avoiding vague terms such as “substantial” and “significant” as they 107 

do not properly convey information on the magnitude of effect sizes (Table S1). 108 

 109 

Table 1. Benchmarks used to interpret the magnitude of various effect size statistics (based on 110 

[12] or conversions from it). Note that mentioning actual values (e.g. r = 0.2) is preferred over 111 

using the terms below. 112 

Effect size statistic Small / weak Medium / moderate Large / strong 

Cohen’s d 0.2 0.5 0.8 

Pearsons’ r 0.1 0.3 0.5 

Fisher’s Zr 0.1 0.31 0.55 

Log odds ratio (logOR) 0.36 0.91 1.45 

 113 

(iii) Understand key concepts: heterogeneity 114 



Meta-analyses quantify the variability among effect sizes that cannot be explained by chance 115 

alone (i.e. heterogeneity; [17]). For instance, I2 quantifies the proportion of variation across 116 

effect sizes due to real differences rather than sampling error [17]. In ecology and evolution, 117 

heterogeneity across effect sizes is commonly high, likely because studies greatly vary, both 118 

methodologically and taxonomically [18]. High heterogeneity indicates that the mean effect 119 

size found lacks generalisability, i.e. the effect or relationship investigated is case-dependent 120 

[19]. For example, on average, the strength of male mate choice differs only slightly between 121 

males of varying competitive ability (e.g., size; [20]). However, the variation across effect sizes 122 

is greater than what would be expected from random sampling alone, meaning that these 123 

differences are much larger in some cases (e.g. [21]). This highlights an important limitation: 124 

while mean effect sizes provide useful insights, they may not always reflect consistent patterns 125 

when variation across effect sizes is high. Fortunately, statistical methods allow us to break 126 

down this variation and identify its underlying sources [22]. For instance, sexual signal 127 

conspicuousness is moderately linked to attractiveness to mates, and while overall variation in 128 

effect sizes is high, differences between species contribute very little to this variation (i.e., 129 

I2
species < 5%), suggesting that this pattern may hold across taxa [23]. Still, high overall 130 

heterogeneity reveals that more studies need to be conducted if moderators and meta-131 

regressions cannot explain much of the variation observed in the data (see below), which is 132 

often the case in ecology and evolution (see [24] for an exception). 133 

 134 

(iv) Understand key concepts: moderators and meta-regressions 135 

Meta-analyses often investigate the effect of certain variables (i.e. moderators) on effect sizes, 136 

attempting to elucidate some of the variation in the data they collected and potentially 137 

providing further insights. These variables are inserted as fixed factors in meta-analytical 138 

models, which can be categorical (i.e. different subsets of the data; e.g. vertebrates vs. 139 



invertebrates) or continuous (the analysis then becomes a “meta-regression”). An example of 140 

the latter can be seen in a meta-analysis examining the effect of conspicuous patterns in 141 

lepidopterans (including the ones that resemble eyes) as an anti-predator mechanism, in which 142 

the size of the patterns was found to increase the deterrence of avian attacks in 11.6% for every 143 

(logarithmised) mm2 beyond the average pattern size [25]. However, it is also important to 144 

consider the amount of variation explained by these variables (i.e. R2, see [26]). For instance, 145 

the aforementioned meta-regression using the size of conspicuous patterns in lepidopterans 146 

explained only 8.56% of the variation across effect sizes, indicating that other factors may play 147 

a role as well. Still, no or weak effects from moderators or in meta-regressions can also provide 148 

powerful insights, as in a meta-analysis showing that air pollution hinders the performance of 149 

invertebrates regardless of the pollutant concentration [27]. In addition, accounting for some 150 

moderator variables may aid the interpretation of results by standardising methodological 151 

differences (e.g., temperature or dosage differences) between studies (“nuisance 152 

heterogeneity”; [28]). 153 

 154 

(v) Understand key concepts: publication bias 155 

By interpreting patterns in the data, meta-analyses can potentially identify when studies with 156 

non-significant results were left unpublished (i.e. publication bias; [4,5,29]). This is important 157 

as meta-analytical results may be distorted when publication bias exists [30]. Even though there 158 

are methods to correct this (e.g. trim-and-fill and PET-PEESE; see [9,30,31]), finding signs of 159 

publication bias reveals a limitation of the study and a problem in the literature, indicating that 160 

further empirical studies are worthwhile. 161 

 162 

(vi) Identify knowledge gaps 163 



Meta-analyses can reveal crucial knowledge gaps, such as methodological and taxonomic 164 

biases. For instance, research articles focusing on birds are much more frequent than those 165 

focusing on other taxa in several topics related to ecology and evolution (e.g. animal behaviour: 166 

[32]; biodiversity: [33]; parental care: [34]), which consequently affects meta-analyses’ 167 

datasets [35]. Even though meta-analyses should clearly state such knowledge gaps, many 168 

simply omit this information [35]. Thus, researchers need to remain vigilant and be critical of 169 

the data presented in meta-analyses.  170 

 171 

(vii) Be critical 172 

Researchers need to be as critical of meta-analytical articles as they are of other studies. More 173 

specifically, they must ascertain whether the meta-analyses they encounter transparently 174 

execute a plan that matches their questions and whether their limitations are fully disclosed 175 

(see sections above). Although PRISMA-EcoEvo guidelines advise meta-analysts to be 176 

transparent [36], researchers often overestimate the importance and generality of their findings 177 

by omitting information on their limitations (see also [35]). While more meta-analyses are 178 

welcome in ecology and evolution, the overproliferation of meta-analyses may pose a concern 179 

to science if done recklessly [37], requiring researchers’ maximum care and attention to spot 180 

problematic meta-analytical articles. 181 

 182 

(viii) Use meta-analyses to justify your research and to discuss your findings 183 

The above sections can hopefully improve the awareness of ecologists and evolutionary 184 

biologists regarding major meta-analytical tools, allowing them to ask fundamental questions 185 

about the meta-analyses they read (Table 2). These questions should be especially vital when a 186 

meta-analysis encompasses the topic being investigated by the researcher, who should address 187 

how their research project complements the literature and how similar their findings are to 188 



existing relevant data. For example, high heterogeneity, publication bias, and knowledge gaps 189 

represent limitations of meta-analytic conclusions as well as of the existing literature. As such, 190 

meta-analyses can indicate whether collecting more data is necessary and, more importantly, 191 

which data require urgent collection. Knowledge gaps are particularly valuable to empirical 192 

researchers as further data collection that can help fill these gaps may represent a strong 193 

justification for research projects. On the other hand, mean effect sizes, moderators, and meta-194 

regressions should be compared and discussed in light of the new data collected. For instance, 195 

Postema [38] found that (artificial) larvae of the butterfly Papilio troilus suffered 7.1% fewer 196 

avian attacks when they had eyespots than whey did not have eyespots (but this only occurred 197 

when larvae were placed in rolled leaves). Postema’s [38] results could then be compared with 198 

the findings of a meta-analysis on the same topic across lepidopterans, which found a stronger 199 

effect of eyespots (compared with no eyespots) on avian predator avoidance (95% CI: 8.3% to 200 

41.9% reduction, i.e. lnRR 95% CI = [0.08 to 0.35]; [25]). 201 

 202 

Table 2. Potential questions to harness the full potential of meta-analyses in ecology and 203 

evolution articles (cf. [8]) and to increase the value of empirical work in relation to previous 204 

related studies. 205 

Question Manuscript 

section 

Usage example 

Are there meta-analyses on a 

given topic? 

a.i Despite the existing wealth of data on the 

effect of heat waves on plants, a meta-

analysis on this topic is lacking. 

What is the direction and the 

magnitude of mean effect sizes 

reported? 

a.ii In amphibians, on average, parental care 

strongly increases egg survival (Zr = 

0.54; [39]). 



How heterogeneous is the data 

(e.g. I2) presented, and what 

are its main sources? 

a.iii On average, male and female bird eggs 

barely differ in size (Zr 95%CI = -0.01 to 

0.05), a result that is surprisingly 

consistent across effect sizes (I2
total = 

12.7%; [24]). 

What predictor variables 

(moderators) were 

investigated and how much of 

the variation in the data (R2) 

can they explain? 

a.iv In mosquitofish, sex ratio explains some 

of the variation in the data regarding the 

effect of male size on reproductive 

performance (marginal R2 = 0.1; [40]). 

Is there evidence of 

publication bias in the 

literature, and if so, how are 

mean effect sizes impacted by 

it? 

a.v The conspicuousness of putative sexual 

signals weakly depends on individual 

condition (r = 0.17), yet evidence of 

publication bias in this literature reveals 

that this relationship is probably even 

weaker [23]. 

How representative is the 

dataset regarding, among other 

aspects, methodological and 

taxonomic coverage? 

a.vi A meta-analysis that claimed that “sex 

roles have been confirmed in nature” [41] 

relied on data from only 66 species, of 

which just over a third were invertebrates 

(an incredibly diverse group that far 

outnumbers vertebrates in species 

richness). 

How transparent and reliable is 

the meta-analysis? 

a.viii A meta-analysis examining the effect of 

temperature on sexual selection [42] 

included data that was not directly 

relevant to sexual selection, raising 

concerns regarding the reliability of its 

findings. 

 206 

(b) Frequency and context of meta-analytical references in the literature 207 

(i) Material and methods 208 

Our methodology, summarised in Fig. 1, was described in our pre-registration [43], and we 209 

adhered to it as much as possible (see deviations from the protocol described in Supplementary 210 



information S1). We report author contributions using MeRIT guidelines [44] and the CRediT 211 

statement [45]. 212 

 213 

Data collection 214 

PPollo selected journals in ecology and evolution based on journal classifications by 215 

Clarivate’s Journal Citation Records (JCR) and Scopus’ SCImago Journal Ranks (SCR). More 216 

specifically, PPollo selected journals classified as “Ecology SCIE”, “Evolutionary Biology 217 

SCIE”, or “Behavioral Sciences SCIE” by JCR, but only those that also had “Ecology, 218 

Evolution, Behavior and Systematics” as their first or second category according to SCR. This 219 

process resulted in the selection of 149 different journals. PPollo then obtained all articles 220 

published in 2023 by these selected journals using Scopus (accessed through the University of 221 

New South Wales), yielding a total of 17,145 articles. Using these articles’ DOIs, PPollo 222 

retrieved the reference list (i.e. backwards searches) of each article using the package 223 

citationchaser [46], which uses the Lens database, in R 4.4.0 [47]. However, no references 224 

were retrieved for 1,393 articles due to absence of references reported by these articles or due 225 

to other reasons (e.g. errors from the database). For the remaining 15,752 articles, PPollo then 226 

verified, in an automated fashion (i.e. using references obtained from the Lens database for 227 

each article), whether the title of each reference cited by selected studies contained specific 228 

terms related to meta-analyses to ascertain which references were likely to be meta-analyses 229 

(hereby meta-analytical references, see Table S2). PPollo then selected 686 articles (from 120 230 

journals) by randomly picking articles from as many journals as possible with at least one 231 

automatically detected meta-analytical reference. Afterwards, all authors inspected the full-text 232 

of these 686 articles, classifying the type of the study (see Fig. S1) and recording: (1) the 233 

number of meta-analytical references (manually assessed their titles for the terms listed in Table 234 

S2), (2) the sentence in which these references were mentioned in the main text of the study 235 



manuscript (i.e. quotations), and (3) the manuscript section where these citations appeared (i.e. 236 

“introduction”, “methods”, “results/discussion/conclusion”, or “other”). During these full-text 237 

manuscript inspections, we separated meta-analytical references, based on their title, into 238 

“true” meta-analytical references (i.e. quantitative syntheses of the literature) and 239 

methodological meta-analytical references (i.e. papers on how to conduct meta-analyses).  240 

We curtailed our sample size for most of the analyses (see below) from 686 to 645 241 

articles because 41 articles were considered invalid (e.g. editorials, response letters) or did not 242 

cite any true meta-analytical references. We noticed that reference lists obtained from the Lens 243 

database tended to miss some references (i.e. underestimate the number of references cited), so 244 

we also obtained the number of references cited by the 645 inspected articles from Web of 245 

Science, which provided a more robust reference count. Furthermore, when exploring the 246 

occurrence of true meta-analytical references in articles, we only considered sections within 247 

the IMRaD structure (i.e. introduction, methods, results, discussion, or clear amalgamations of 248 

these sections). For analyses, we grouped the manuscript sections “results”, “discussion”, and 249 

“conclusion” together because some journals present these sections as one. 250 

All authors (excluding SMD) analysed quotations containing citations of true meta-analytical 251 

references, extracted from inspected articles (see above). We evaluated whether the quotation 252 

contained the following information related to the meta-analysis being cited: (1) results (of any 253 

kind), (2) quantitative results (magnitude or variability of findings; Table S1), and (3) 254 

limitations (e.g. gaps in the literature; Table S3). However, we highlight these evaluations can 255 

be highly subjective and thus should be considered with caution. 256 

 257 

Statistical analyses 258 

PPollo primarily reported descriptive results of the collected data. Unless stated otherwise, 259 

estimates reported in the manuscript represent mean ± standard error. PPollo also fitted 260 



generalised linear mixed models to examine associations between certain variables and three 261 

outcomes: (1) the number of true meta-analytical references, (2) the total number of references, 262 

and (3) the proportion of true meta-analytical references among all references. PPollo used a 263 

negative binomial error distribution for models with the first two outcomes as response 264 

variables, while we used a binomial error distribution for models with the third outcome. For 265 

the first set of models, PPollo included article type as a predictor variable and journal ISSN as 266 

a random effect. For the second set of models, PPollo included Clarivate’s 2022 impact factor 267 

of the journal in which articles were published as the predictor variable (standardised to zero 268 

mean and divided by standard deviation) with journal ISSN and article type as random factors. 269 

 PPollo performed all analyses in the software R version 4.4.0 [47]. PPollo fitted 270 

generalised linear mixed models using the functions glmer and glmer.nb from the package lme4 271 

version 1.1.35.5 [48]. PPollo performed pairwise comparisons (z-tests) using the function glht 272 

from the package multcomp version 1.4.26 [49] and the function cld from the package 273 

multcompView version 0.1.10 [50]. The code and data for our analyses are available at 274 

https://pietropollo.github.io/meta_impact/. 275 

  276 



      277 

Figure 1. Methodology used in our study to examine the frequency and context in which meta-278 

analyses are used as references by ecology and evolution research papers. 279 

 280 

(ii) Results 281 

Frequency of meta-analytical references 282 

We found that 21.2% of articles (3,338 out of 15,752) whose references we evaluated with an 283 

automated approach cited at least one meta-analytical reference (i.e. references’ title contained 284 

any of the terms from Table S2). Because many articles had no meta-analytical references, the 285 

average proportion of meta-analytical references per article from the total number of references 286 

cited was 0.06 ± 0.01%. However, we highlight that the Lens database failed to retrieve some 287 

references and added others, so this estimate may be imprecise. To put this estimate into 288 

perspective, we calculated the proportion of articles in ecology and evolution published in 2023 289 



that were meta-analyses. Using the same detection method as the rest of our results (i.e. 290 

searching titles for terms in Table S2), we found that 0.04% of articles (70 out of 15,752) were 291 

meta-analyses. This means that articles in our dataset cited meta-analyses at a similar frequency 292 

to the publication pattern observed in 2023. 293 

Out of the 686 articles we manually inspected, 670 contained at least one meta-294 

analytical reference. However, only 80.7% of manually detected meta-analytical references 295 

were true meta-analyses, while the remaining 19.3% of references were methodological papers 296 

(about meta-analytical tools or practices; e.g. [51]). Among the 645 articles that cited at least 297 

one true meta-analytical reference, the average number of meta-analytical references cited per 298 

article was 1.7 ± 0.05. We observed that true meta-analytical references were cited more often 299 

by meta-analytical articles than by other types of article (except for articles whose type was 300 

classified as “other”; Fig. 2A). However, articles also varied in their total number of references: 301 

review articles and meta-analytical articles cited, on average, more references than most of the 302 

other article types (Fig. 2B). Considering this, on average, meta-analytical articles cited a 303 

greater proportion of true meta-analytical references (from the total number of references cited) 304 

than empirical articles (2.9% vs. 1.9%, respectively; z = 0.42, p < 0.001), yet articles of both 305 

of these types contained proportionally more true meta-analytical references than review 306 

articles (1.3%; zmeta-analytical vs. review = 0.804, p < 0.001; zempirical vs. review = 0.384, p = 0.002; Fig. 307 

2C). By contrast, this estimate was similar between other types of articles (i.e. methodological, 308 

theoretical, or others; Fig. 2C). Furthermore, the proportion of true meta-analytical references 309 

was not associated with the impact factor of the journal in which articles were published (Fig. 310 

3). 311 

 312 



 313 

Figure 2. Number of true meta-analytical references (A), total number of references (B), or 314 

proportion of true meta-analytical references among all references (C) per article depending on 315 

article type. All articles shown cited at least one true meta-analytical reference. The boxes 316 

enclose 50% of the data (interquartile range), the whiskers contain values up to 1.5 times the 317 

interquartile range, and the solid line within the boxes represents the median. Outliers (values 318 



outside of 1.5 times the interquartile range) are not shown. Red dots represent the mean 319 

controlled by journal identity (see Methods for details). Different letters represent statistical 320 

differences between groups (z-values with p < 0.05 for all pairwise comparisons). 321 

 322 

 323 

Figure 3. The proportion of true meta-analytical references among all references depending on 324 

journal impact factor. All articles shown cited at least one true meta-analytical reference. The 325 

solid red line represents a logistic regression between variables (controlled for article type and 326 

journal), while red dashed lines represent its 95% confidence interval.  327 

 328 

Context of meta-analytical citations 329 

Overall, 51.5% of true meta-analytical references were cited in the introduction section, 9.5% 330 

in the methods section, and 39% in the results, discussion, or conclusion sections. However, 331 

these proportions varied across distinct types of articles (Fig. 4A). For instance, true meta-332 

analytical references were cited more often in the methods section in meta-analytical articles 333 

(25.7% of their meta-analytical references) than in empirical (6.2%, z = 1.653, p < 0.001) or 334 



review articles (5.1%, z = 1.863, p = 0.02), while this frequency among other article types was 335 

statistically uniform (Fig. 4A). Conversely, true meta-analytical references were cited more 336 

often in the introduction section in empirical articles than in meta-analytical articles (55% vs. 337 

35.3% of their meta-analytical references, respectively; z = 0.807, p < 0.001), with no 338 

differences among other article types regarding this frequency (Fig. 4A). By contrast, the 339 

frequency of citations in the discussion was uniform across article types (Fig. 4A). 340 

 Regarding the content of quotations associated with true meta-analytical references, 341 

77.1% of them appeared to mention a result of the meta-analytical reference being cited (Fig. 342 

4B). Nonetheless, a quantitative result was reported in only 5.7% of all quotations (Fig. 4B). 343 

Moreover, a limitation of the meta-analytical reference being cited (or of the literature it 344 

explored) was mentioned in 2.7% of all quotations we evaluated (Fig. 4B). 345 

 346 



 347 

Figure 4. Proportion of (A) article sections in which true meta-analytical references were cited 348 

by article type and (B) the type of content of the sentence that contained true meta-analytical 349 

references (i.e. context of the citation). 350 

 351 

(iii) Discussion 352 

We explored patterns related to citations of meta-analyses (i.e. meta-analytical references) in 353 

ecology and evolution articles published in 2023. We found that the proportion of meta-354 

analytical references in these articles was similar to the frequency of publication of meta-355 

analyses observed in the same year. We also found that the proportion of meta-analytical 356 

references relative to all references was greater in meta-analytical and empirical articles than 357 

in review articles (Fig. 2C) and that this proportion was not related to the impact factor of the 358 



journal in which articles were published (Fig. 3). Moreover, the location of meta-analytical 359 

references in manuscripts varied across article types (Fig. 4A). Most importantly, we noticed 360 

that authors mainly mentioned the results of meta-analyses they cited yet rarely specified 361 

quantitative information or limitations from these meta-analytical references (Fig. 4B). Below, 362 

we discuss these findings in detail and reiterate some strategies to effectively harness insights 363 

reported by meta-analyses for researchers in ecology and evolution (but see section a). 364 

We observed that researchers mainly mention the results of meta-analyses they cited, 365 

which is congruent with the fact that most meta-analytical references are in sections meant to 366 

examine information relevant to their study (e.g. introduction and discussion; Fig. 4A). 367 

However, we noticed that meta-analytical results mentioned in articles were qualitative in 368 

approximately 94% of the cases (Fig. 4B). This means that authors often omitted nuances about 369 

the magnitude of mean effect sizes or other quantitative results despite their importance to the 370 

interpretation of meta-analyses’ findings. Although meta-analyses may be at fault for this 371 

pattern if they do not properly convey the meaning of the mean effect size they report, reporting 372 

guidelines (e.g. PRISMA-EcoEvo [36]; ROSES [52]) attempt to minimise these cases as they 373 

recommend discussing meta-analytic results in light of the magnitude of mean effect sizes 374 

estimated (item 25.1; [36]). Perhaps researchers prefer reporting qualitative over quantitative 375 

information because they are unfamiliar with the concept of effect sizes (see section a.II). This 376 

may stem from the fact that researchers in ecology and evolution often rely on null hypothesis 377 

significance testing to make inferences about their own findings [11]. However, this approach 378 

poses several problems, such as ignoring the magnitude of biological effects or relationships 379 

being investigated in research articles [11]. Therefore, we emphasise that researchers should 380 

adopt “effect size thinking” in their research regardless of the approach used (i.e. not only in 381 

meta-analyses), which has been continuously proposed for several decades [11,53–56]. This 382 



would raise awareness on how to interpret meta-analyses’ results as well as improve the 383 

communication of results from all types of research in the field of ecology and evolution. 384 

Another pivotal issue we observed is that less than 5% of articles on ecology and 385 

evolution use meta-analytical references to highlight limitations of the existing data on a given 386 

topic (Fig. 4B; e.g. high heterogeneity, publication bias, knowledge gaps; see section a). We 387 

are concerned that researchers may view meta-analyses as the definitive conclusion or “final 388 

word” when, in reality, they serve to highlight the current state of the field alongside existing 389 

gaps in knowledge. This might be a symptom of the publication system’s relentless pursuit of 390 

novelty, even though this represents an esoteric concept used by some to pretend they can 391 

predict the future impact of research projects [57–59]. Instead of treating meta-analyses as 392 

definitive answers to research questions, we argue that researchers should consider limitations 393 

in the data reported by meta-analyses to plan and justify their studies. In fact, researchers 394 

constantly find exceptions to the rule [60], which reveal that most norms are just perceived 395 

patterns from fragments of reality and thus ill-defined (e.g. the idea of sex roles; [61,62]). We 396 

also appeal to those who act as gatekeepers (e.g. editors) to accept that further data collection 397 

is always valuable, so prioritising high-quality research (e.g. well-designed, transparent) over 398 

perceived novelty represents an essential endeavour for scientific advancement. 399 

Many of our results relied on a simple method to ascertain whether references were 400 

meta-analyses, i.e. searching for certain terms in reference titles (Table S2). However, titles of 401 

many meta-analyses do not contain such terms, which represents an important limitation of our 402 

results regarding the frequency of meta-analytical references in the literature. In our dataset, 403 

we classified 47 out of the 686 articles we manually inspected as meta-analytical articles and, 404 

from those, only 25 had titles with sought terms (i.e. sensitivity: 46.8%). For comparison, 405 

recent systematic maps of meta-analyses indicate that the proportion of meta-analytical articles 406 

containing at least one of the sought terms in their title varies: 46.1% in [35], 57.1% in [63], 407 



and 75% in [64]. This suggests that the number of meta-analytical references we observed in 408 

our dataset is likely to be underestimated. However, this should not affect the comparison we 409 

made between the observed and the expected proportion of meta-analytical references from all 410 

references cited because both use the same detection method, thus being comparable. 411 

Moreover, citation patterns may differ between meta-analyses with sought terms in their title 412 

and other meta-analyses if the former is more likely to be cited (exactly because their titles 413 

clearly denote they are meta-analyses). Furthermore, although our results related to how meta-414 

analytical references were used in articles (e.g. manuscript section, content of quotations) could 415 

change by including these other meta-analytical references, this is unlikely as the content of 416 

meta-analyses should not depend on their title. 417 

 418 

Conclusions 419 

We provided a brief guide to ecology and evolutionary biologists on meta-analytical methods. 420 

More importantly, we included several suggestions on how researchers can fully harness the 421 

potential of meta-analyses they encounter, especially the ones overlapping with their research. 422 

Our recommendations are critical in light of the suboptimal frequency and content of meta-423 

analytical references found in ecology and evolution research articles, including an 424 

overreliance on qualitative rather than quantitative meta-analytic findings and a lack of 425 

engagement with the limitations highlighted in meta-analyses. We thus hope that our guidance 426 

can improve this scenario by helping researchers to better incorporate meta-analytical findings 427 

in their own research. 428 

 429 
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Supplementary figures 625 

 626 

Figure S1. Decision tree for article classification. 627 

  628 



Supplementary tables 629 

Table S1. Evaluation of quotations extracted from articles that mentioned a result from a meta-630 

analytical reference. “REF” represents a meta-analytical reference. 631 

Simplified 

language 
Quotation examples 

Does it 

convey a 

quantitative 

result?  

Reasoning 

X affects/ increases/ 

decreases/ 

strengthens/ is 

related to Y. 

“Warming only strengthens 

top-down control in colder 

regions, with opposite effects in 

warmer areas (REF).” 

No 
Only conveys 

direction. 

X affects/ increases/ 

decreases/ 

strengthens/ is 

related to Y by W% 

/ weakly / strongly. 

“On a global scale, PE can 

increase the decomposition rate 

of SOM by up to 60% and 

enhance the release of CO2 

from the soil by up to 50% 

(REF).” 

 

“Depression predicts suicidal 

outcomes only weakly (REF).” 

 

“In the strongest cases of 

complementarity, plant growth 

with multiple symbionts may 

greatly exceed growth with 

even the most effective single 

symbiont (REF).” 

Yes 

Provides 

quantitative 

information 

about results.  

X affects/ increases/ 

decreases/ 

strengthens/ is 

related to Y 

substantially / 

significantly 

“First, the content of energy 

and nutrients per leaf area 

might vary substantially 

between plant populations 

(REF).” 

 

“Caring can incur significant 

costs in terms of energy, time, 

and survival (REF).” 

No 

Vague terms do 

not convey 

magnitude 

appropriately. 

The effect of X on 

Y is stronger than / 

weaker than / 

similar to / 

comparable to the 

effect of Z on Y. 

“Plant nutrient uptake responds 

more strongly to drought than 

microbial decomposers (REF).” 

 

“Type of task affected mating 

preferences, with stronger mate 

No 

Comparisons 

convey relative, 

not absolute, 

magnitudes. 



choice found in simultaneous 

choice (REF).” 

The effect of X on 

Y is the weakest / 

strongest. 

“Generalist mammalian 

herbivores provide the 

strongest biotic resistance to 

exotic plant spread compared to 

other types of enemy through 

their consumption of whole 

plants (REF).” 

No 

Superlative terms 

convey relative, 

not absolute, 

magnitudes. 

  632 



Table S2. Strings and terms used to detect (automatically and manually) references involving 633 

meta-analyses. 634 

String used for detection Terms sought 

meta-an meta-analysis, meta-analyses, meta-analytic, meta-analysing, 

meta-analyzing, meta-analytic, meta-analytical 

metaan metaanalysis, metaanalyses, metaanalytic, metaanalysing, 

metaanalyzing, metaanalytic, metaanalytical 

meta-regres meta-regression, meta-regress 

metaregres metaregression, metaregress 

 635 

  636 



Table S3. Examples of quotations extracted from articles that used a meta-analytical reference 637 

to mention limitations of the literature or of the meta-analytical references. “REF” represents 638 

a meta-analytical reference. 639 

1 “A meta-analysis (REF) concluded that much of the microbial activity variation after fires 

is far from being explained.” 

2 “Moreover, detailed statistics on post-release mortality and vessel compliance are poor 

(REF) and thus incorporating the influence of retention bans is problematic.” 

3 “We argue that amphibians and reptiles need more attention as they are equally or more 

threatened but highly neglected (REF).” 

4 “Although prior syntheses have shown that marsh restoration can increase shoreline 

protection (REF), further study is needed to substantiate similar benefits from oyster 

restoration.” 

5 “Compared to other taxa, however, relatively few studies have investigated the potential 

consequences of anthropogenic noise on frogs (REF).” 
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Supplementary information S1. Changes from the pre-registration 641 

We initially planned to classify the type of articles that could not be manually inspected using 642 

their title and abstract. However, we failed to do so, as we could not obtain reliable classifiers 643 

to perform such a complex task. Moreover, even obtaining quotations involving meta-644 

analytical references was in our pre-registration, the classifications and analyses we made with 645 

them were not (i.e. post-hoc). 646 
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