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Abstract15

16
In response to the challenges of traditional biodiversity monitoring methods, we17
introduce OSEA (Open Species Estimation for Avians), a multi-platform, offline tool18
for bird species identification. Designed to recognize over 10,000 bird species, OSEA19
includes both a mobile application and a command-line interface (CLI), facilitating20
efficient bird species identification. The mobile app, developed using Flutter, offers21
cross-platform compatibility and integrates a pre-trained ResNet34 model. The CLI,22
suited for batch processing, allows users to process images offline, with geographic23
filtering capabilities for enhanced accuracy.24
OSEA utilizes the DongNiao International Birds 10000 Dataset (DIB-10K), which25
undergoes rigorous data cleaning to ensure quality and accuracy. The system's core26
model leverages the MetaFGNet architecture, trained on high-performance computing27
resources to achieve 90.8% accuracy on the training set and 87.6% accuracy on the28
validation set. Additionally, the mobile app and CLI incorporate species distribution29
data for efficient geographical filter.30
OSEA addresses significant challenges in biodiversity research, including the31
time-intensive nature of manual species identification and the limited availability of32
offline tools for large-scale image analysis. By offering an accessible, offline solution,33
OSEA empowers amateur birders, educators, and conservationists, particularly in34
regions with limited internet access. Furthermore, the tool’s compatibility with custom35
models allows flexibility for broader wildlife applications beyond birds.36
In conclusion, OSEA offers a practical, scalable, and user-friendly solution for bird37
species identification, contributing to the acceleration of biodiversity studies and38
conservation efforts. Future developments will focus on expanding the dataset,39
optimizing performance, and incorporating more underrepresented species, further40
enhancing the tool’s robustness and global applicability.41
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Introduction46
47

In recent years, traditional biodiversity survey methods have undergone significant48
transformation, largely due to the widespread adoption of camera traps and handheld49
cameras, as well as the increasing popularity of citizen science. These tools have led50
to an unprecedented surge in the availability of image data of various species, which51
has proven invaluable for studying and protecting biodiversity (Mesaglio et al., 2023;52
Mikula et al., 2018; Newcomer et al., 2019). Traditionally, the analysis of such image53
data has relied heavily on manual identification, a process that is not only54
time-consuming but also labour-intensive. This extensive requirement for human55
intervention could prolong the research cycle (Schneider et al., 2019).56

57
In recent years, the development of machine learning techniques, particularly deep58
convolutional neural networks (CNNs), has revolutionized the field of computer59
vision. CNNs, popularized by LeCun et al. (1989), have been widely adopted due to60
their ability to automatically learn hierarchical feature representations from raw data,61
making them well-suited for tasks such as image recognition (Zhao et al., 2024).62
Recent studies have shown that deep learning-based computer vision technologies63
have significant potential to enhance the efficiency of image-based biodiversity64
surveys. For instance, methods using CNNs for automatically identifying animals in65
camera trap images have outperformed traditional approaches, greatly reducing the66
time required for analysis (Norouzzadeh et al., 2018, 2021; Schneider et al., 2019).67

68
However, the application of these advanced methods often comes with challenges.69
Large-scale data collection, annotation, and the need for expensive training datasets70
remain prerequisites for developing robust deep learning models. This requirement71
can be a barrier for researchers from developing countries or independent researchers,72
limiting their access to cutting-edge technologies (Khan et al., 2024). Moreover, the73
repeated training of similar visual models across different research projects can lead74
to significant resource consumption, as noted by Strubell et al., (2019) in the field of75
natural language processing.76

77
Despite the availability of some online services for wildlife image analysis, these78
tools often fall short of addressing the practical needs of researchers. A major79
limitation is the lack of accessible automated APIs, which forces users to manually80
process images via graphical user interfaces (GUIs). This makes the software suitable81
only for small-scale, personal use and impractical for large-scale, batch processing.82
Furthermore, the use of these services in regions with limited communication83
infrastructure can be hindered.84

85
To address these challenges, we present OSEA: Open Species Estimation for Avians.86
OSEA is an offline project designed to identify over 10,000 species of birds,87
following the International Ornithological Congress (IOC) 10.1 taxonomy (Gill et al.,88
2021). The project includes both a mobile application with a user-friendly GUI and a89



command-line interface (CLI) tool for batch processing, both of which operate90
entirely offline. A pre-trained deep learning model built on ResNet34 (He et al., 2016)91
was embedded within. This solution is not only suitable for biodiversity analysis and92
transfer learning but also provides birdwatchers with a reliable tool to identify birds in93
their personal photos, ensuring broad accessibility and utility. Additionally, OSEA94
can be effectively utilized by law enforcement personnel for identifying birds seized95
from illegal poaching activities, offering a practical solution in wildlife conservation96
and protection efforts. For researchers who want to train or have trained their own97
models, our project will be compatible with other models with little or no98
modification.99

100
Material and methods101

102
Data processing103

104
In this study, we utilized the DongNiao International Birds 10000 Dataset (DIB-10K),105
which comprises over 4.8 million images representing 10,922 bird species, following106
the IOC 10.1 taxonomy. This extensive dataset encompasses a wide variety of bird107
species, morphological variants, postures, and gestures (Mei & Dong, 2020). Despite108
the authors' efforts in manual review and correction, the dataset contains numerous109
duplicate and erroneous images, necessitating a comprehensive data cleaning process.110

111
For the deduplication work, we employed a perceptual hashing algorithm, specifically112
the pHash method, which generates hash values representing the visual content of113
images. This technique enables the detection of near-duplicate images by comparing114
these hashes (Farid, 2021). Initially, we conducted intraclass analysis by processing115
each species-specific directory independently, identifying duplicates within the same116
class, and retaining one representative image from each set. Subsequently, we117
performed interclass duplicate detection across the entire dataset to identify duplicates118
spanning different classes, removing all interclass duplicate images to maintain119
dataset integrity.120

121
To address erroneous images with non-avian subjects, we utilized Faster122
Region-based Convolutional Neural Network (Faster R-CNN) (Ren et al., 2016), a123
robust object detection model available in PyTorch's torchvision library with124
pre-trained weights (Ansel et al., 2024). For images where no birds were detected, we125
implemented a two-tiered approach: images from high-volume classes (≥200 images)126
were automatically deleted to avoid heavy labour, while those from low-volume127
classes (<200 images) were moved to a separate directory for manual inspection.128
After a thorough review, valid images were reintegrated into the dataset.129

130
Additionally, we wrote scripts to remove corrupted and unreadable images and fix131
images with incorrect extension names. Following the aforementioned procedures, the132
dataset was refined to 4,706,520 images representing 10,916 species. We then133



randomly partitioned the dataset into training and validation sets with a 9:1 ratio for134
subsequent model training.135

136
Recognizing the challenges in distinguishing among species complexes, we137
incorporated avian geographical distribution data from AVONET to enhance138
classification accuracy (Tobias et al., 2022). By filtering results based on the139
geographical location where an image was captured, we limited species to those140
present in the specified and neighbouring regions. To facilitate this, we used a Python141
script to export data from shapefiles and CSV files into an SQLite database, ensuring142
compatibility with both mobile and CLI applications (Gaffney et al., 2022). To match143
species between the AVONET and DIB datasets, we developed a Python script to144
align scientific names. This script systematically converted AVONET scientific145
names to their corresponding IOC names according to the "IOC with other lists"146
Excel file from the IOC website (Gill et al., 2021). This conversion facilitated147
accurate matching with the DIB species list, ensuring the applicability of the148
geographic filter.149

150
Model training151

152
The task of recognizing over 10,000 bird species is inherently challenging, as it153
involves distinguishing between closely related species that fall within the same154
broader category. This is a fine-grained visual categorization (FGVC) problem, where155
the goal is to identify minor differences between highly similar categories. To tackle156
this challenge, we adopted the MetaFGNet model proposed by Zhang et al. (2018),157
which is specifically designed for FGVC tasks. We utilized their pre-trained model158
“LBird-31_checkpoint.pth” as the foundation for transfer learning on the processed159
DIB-10K dataset.160

161
For the training process, we rented a server equipped with an RTX 4090D GPU,162
90GB of memory, and a 15-core Intel(R) Xeon(R) Platinum 8474C processor from163
the AutoDL platform. This high-performance setup allowed for efficient processing164
and model training. The training procedure was conducted for 32 epochs, with the165
following command to execute the training:166

167
168

python main.py --batch_size 256 --momentum 0.9 --weight_decay 1e-4169
--data_path /root/autodl-tmp/dib/ --dataset dongniao \170

--pretrain --freeze --print_freq 1 --epochs 32 --schedule171
15 23 --newfc --numclass_old 10320 --numclass_new 11000 --workers 64 \172

--pretrained_model173
/root/autodl-tmp/LBird-31_checkpoint.pth.tar --resume174
/root/autodl-tmp/LBird-31_checkpoint.pth.tar175

176
177



Mobile Application178
179

The mobile application was developed using Flutter, a cross-platform framework by180
Google that enables deployment on Android and iOS platforms. To facilitate efficient181
on-device inference, the trained model was converted into the Open Neural Network182
Exchange (ONNX) format and subsequently quantized. This procedure reduces the183
model's size and computational requirements, making it more suitable for mobile184
devices. The ONNX model is executed on the device using ONNX Runtime, which185
provides a high-performance engine for running machine learning models across186
various platforms (ONNX Runtime Team, 2021).187

188
For object detection tasks, such as identifying and localizing birds within an image,189
the application employs a pre-trained Single Shot MultiBox Detector (SSD) with a190
MobileNet backbone, provided in the ONNX Model Zoo (Liu et al., 2016). This191
model efficiently detects objects in images, allowing the application to crop the192
detected bird regions for further classification. Users also have the option to crop193
images if desired manually.194

195
When the user enables geographic filtering, the application cross-references the196
inference results to include only the bird species known to inhabit the specified197
location. This step enhances the accuracy of species identification by narrowing down198
the potential species based on location. Subsequently, the application applies the199
softmax function to the filtered or unfiltered inference results, converting the model's200
output logits into probabilities. The top three species with probabilities exceeding 1%201
are then presented to the user. Depending on user preferences, the application can202
display the scientific names, common names, or both for the identified species.203

204
Command-Line Interface (CLI) Software205

206
The command-line application utilizes PyTorch's built-in pre-trained Faster R-CNN207
model for object detection (Ansel et al., 2024; Ren et al., 2016). The software208
automatically crops the detected regions for subsequent classification. The cropped209
images are then processed using the previously trained classification model to210
determine the bird species present. If the user provides specific geographic211
coordinates, the software filters the results as in mobile applications. In the same way212
as above, the softmax function is applied here as well.213

214
Results with probabilities equal to or exceeding the user-specified threshold are215
directly written to the output file, indicating high-confidence identifications. For216
results below this confidence threshold, the corresponding images and their inferred217
species are saved to a separate file for user review and manual verification. This218
approach ensures that high-confidence identifications are efficiently processed, while219
lower-confidence cases receive additional scrutiny to maintain overall accuracy.220

221



Result222
223

The model achieved impressive performance with 90.8% accuracy on the training set224
and 87.6% accuracy on the validation set, alongside a top-5 accuracy of 94.2%. The225
following examples illustrated how to use the model for analysis in the mobile and226
command line application.227

228
Mobile example229

230
Assuming the user has taken a photograph containing one or more birds, they can231
transfer the image to their mobile device using the camera manufacturer's application232
or by recapturing the screen with the smartphone's camera.233

234
Opening the application is the first step to identifying the birds in the photo. If the235
image is already on the device, they tap the “gallery” icon to select the picture;236
otherwise, they can click the “camera” icon to recapture it. Once an image is selected,237
the app automatically performs bird object detection and identification. If multiple238
bird objects are detected, navigation buttons allow the user to switch between239
different birds. In cases where the object detection model fails to detect a bird, the240
user has the option to manually crop the image to focus on the area of interest.241

242
For location-based filtering, the user can choose to automatically filter species based243
on their current geographical location or manually select a location on a map.244

245
This process ensures that users can efficiently identify bird species in their photos,246
enhancing their bird survey work or birding experience.247

248
Command-Line Interface (CLI) example249

250
Assuming the user has photos taken by a camera trap, located in the folder251
“Documents/trap/camera_1,” the user can run the OSEA CLI tool with the following252
command:253

254
python osea.py --input_folder "Documents/trap/camera_1" --output_folder "Documents/trap/camera_1_out"255
--model_path "model20240824.pth" --class_number 11000 --db_path "avonet.db"256

257
The analysis results will be saved in the specified output folder,258
“Documents/trap/camera_1_out,” which contains a subfolder with images annotated259
with bounding boxes and species names. Additionally, a CSV file will be generated,260
where each row records the recognition result for a photo in the format: “image261
filename, species name, confidence score.”262

263
The OSEA CLI tool provides several configurable arguments to meet users’ needs:264

265



 --input_folder: This argument specifies the path to the folder containing the bird266
images to be processed. It is a required field.267

 --output_folder: This defines the path to the folder where the annotated images268
and results will be stored. It is also required.269

 --model_path: The path to the .pth model file that is used for classification. If not270
specified, the default model will be used.271

 --location: (Optional) This argument allows users to specify geographical272
coordinates (latitude and longitude) for species filtering based on their location. If273
not provided, no location-based filtering will be applied.274

 --classification_model: (Optional) The name of the classification model used for275
identifying species. The model name must exactly match that in the Pytorch276
model file.277

 --label_path: (Optional) The path to the label file, which contains the list of278
species names. If not provided, the default labels will be used.279

 --class_number: (Optional) This parameter defines the number of species to be280
classified by the model. It must match the number of classes in the pre-trained281
model.282

 --detection_model: (Optional) The name of the object detection model used to283
locate birds in the images. As with the classification model, it must match exactly284
the model name in Pytorch.285

 --detection_model_path: (Optional) The path to the .pth file of the object286
detection model. This allows users to specify custom detection models.287

 --detection_class_number: (Optional) This defines the number of classes for the288
detection model, specifying how many categories the detection model will289
identify.290

 --db_path: (Optional) The path to the distribution database file (e.g., AVONET291
database). If this parameter and the below one are both omitted, no filtering will292
be applied.293

 --species_list: (Optional) The path to the manually specified species list. It294
contains a file with one category label in each line. If this parameter and the295
below one are both omitted, no filtering will be applied.296

 --classification_threshold: (Optional, Default = 0.85) This threshold determines297
the minimum confidence level required for species classification. Results with298
lower confidence will not be considered.299

 --detection_threshold: (Optional, Default = 0.85) This threshold sets the300
confidence required for object detection. Detections with lower confidence will301
be ignored.302

 --detection_target: (Optional) This argument allows users to specify a target class303
for object detection, which can be useful for focusing on specific species or304
groups of birds.305

306
The CLI tool is highly customizable, including work with other animal groups, like307
mammals. In that case, the user could provide their own custom detection model and308
classification model, as well as any necessary weights and label maps. This flexibility309



allows the CLI tool to be compatible with various object detection and image310
recognition models, broadening its utility beyond just bird species identification.311

312
Discussion313

314
In this study, we have introduced OSEA: Open Species Estimation for Avians, a315
multi-platform tool designed to facilitate the identification of over 10,000 bird species316
worldwide. OSEA offers both a mobile application and a command-line interface317
(CLI), enabling users to perform offline bird species identification efficiently. The318
mobile application, developed using Flutter, ensures cross-platform compatibility,319
while the CLI provides a robust solution for batch processing of images.320

321
One of the primary advantages of OSEA is its accessibility to users with different322
backgrounds. By providing a user-friendly interface and pre-trained models,323
individuals without a background in machine learning can effectively utilize the tool324
for bird identification. This democratization of technology empowers amateur birders325
and educators to engage in biodiversity studies.326

327
The significance of OSEA extends beyond individual use; it addresses critical328
challenges in biodiversity monitoring. Traditional methods of species identification329
are often time-consuming and require expert knowledge, which can delay330
conservation efforts. By automating the identification process, OSEA accelerates data331
analysis. Moreover, the offline functionality ensures that users in regions with limited332
internet connectivity can still benefit from the tool, promoting inclusivity in global333
biodiversity studies.334

335
Future development of OSEA will focus on several key areas. Expanding and336
updating the dataset through further data collection and processing to correspond to337
more recent taxonomic changes. Model training based on updated datasets will338
enhance the accuracy of species identification. Incorporating additional images,339
particularly for underrepresented species in the current dataset, will improve the340
model's robustness and applicability across different ecological contexts. Optimizing341
application performance is crucial to ensure a seamless user experience. This includes342
reducing the computational load to facilitate faster inference times on mobile devices.343

344
In conclusion, OSEA represents a significant advancement in the open tools available345
for bird species identification. By combining advanced machine learning models with346
user-centric design, it bridges the gap between complex technology and practical347
application, making a meaningful contribution to global biodiversity monitoring348
efforts.349

350
Abbreviations351

352
CLI: command-line interface353



CNN: convolutional neural network354
DIB: DongNiao International Birds 10000 Dataset355
Faster R-CNN: Faster Region-based Convolutional Neural Network356
FGVC: fine-grained visual categorization357
GUI: graphical user interface358
IOC: International Ornithological Congress359
ONNX: Open Neural Network Exchange360
SSD: Single Shot MultiBox Detector361

362
Code accessibility363

364
Code for data processing and CLI software: https://github.com/sun-jiao/osea365

366
Code for mobile application: https://github.com/sun-jiao/osea_mobile367

368
The modified MetaFGNet code to adapt to the data structure of DIB-10K:369
https://github.com/sun-jiao/MetaFGNet370

371
Some binary files are not included in git, they can be found in the release section.372

373
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under the GNU General Public License version 3 or later (GPLv3+).375
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