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Abstract 4

5

Why we age is an enduring mystery. This manuscript proposes aging is microevolutionarily op- 6

posed, but macroevolutionarily favored. Such a conflict between microevolution and macroevo- 7

lution is highly unusual since traits that are harmful to the organism are usually harmful to the 8

survival of the species. In the case of aging, however, a shorter lifespan makes a species better 9

able to adapt to a changing environment. Conversely, species that age more slowly, and thus 10

live longer, are less adaptable and more likely to go extinct. Drawing on what is known of aging 11

in vertebrates, pathways of aging are identified that agree with this theory. These pathways 12

involve mitochondrial ROS production causing telomeric DNA damage, which leads to cellular 13

senescence, the senescence-associated secretory phenotype, epithelial-mesenchymal transition, 14

thymic involution, and age-related diseases. The resulting framework is capable of explain- 15

ing the seeming intentionality of many age-related diseases, and offers a high level theoretical 16

framework for better understanding them. 17

Keywords: microevolution, macroevolution, aging, programmed aging, evolvability, age- 18

related diseases. 19
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Introduction 20

Many age-related diseases appear to be caused by cellular senescence and immunosenescence. Cel- 21

lular senescence appears to be activated by telomeric DNA damage, which in turn appears to be 22

caused by reactive oxygen species (ROS). Immunosenescence at least partially appears to occur 23

as a result of thymic involution, which appears likely to be caused by the epithelial-mesenchymal 24

transition (EMT), which appears to be another downstream effect of cellular senescence. 25

The core idea of this manuscript is that the production of ROS by the mitochondria and its down- 26

stream effects can be viewed as macroevolutionarily intentional mechanisms to cause the individual 27

organism to die. A shortened lifespan will reduce the mean time between successive sexual gen- 28

erations, and thus increase the ability of the population to adapt to a changing environment. 29

Conversely, populations with long lifespans, and thus long times between generations, are more 30

likely to become extinct due to their inability to adapt. 31

Mortality is troubling to some scientists. Evolution appears capable of producing a myriad of 32

complex organismal forms, but unable to perform the seemingly much simpler task of keeping 33

them working. The fact that two relatively recently diverged species, such as mice and men, have 34

such widely different lifespans suggests mortality may be deliberate. But why? And how? 35

Theories of aging can be divided into two classes. Non-programmed theories of aging, such as 36

mutation accumulation [1], antagonistic pleiotropy [1], and the disposable soma theory [2] propose 37

aging is an accidental response that results from limited selective pressure for extending lifespans 38

in the evolutionary environment. Programmed theories of aging on the other hand propose that 39

aging is adaptive and that there exist evolutionary pressures in favor of aging. There has been 40

considerable controversy regarding which of these two classes of theories are correct [3]. 41

Programmed theories of aging hold that while aging and eventual mortality are obviously harmful to 42

the individual, some greater good comes from aging and mortality. As such they may at first appear 43

dangerously close to the widely dismissed concept of group selection [4]. Programmed theories of 44

aging include aging as a method to limit the spread of disease [5], clearing the population to make 45

space for new progeny that bear useful traits [6], providing some form of advantage to spatially close 46

kin [7], and enhancing the ability to adapt in a changing environment [8] or enhancing evolvability 47

[9]. Evolvability encompasses accelerating the rate of adaptation by increasing the number of 48

sexually produced organisms that can be tested by evolution. 49

This manuscript presents a programmed theory of aging taken from the vantage point of macroevo- 50

lution. Evolvability is a somewhat ill-defined theory of the capacity to evolve [10, 11]. The theory 51

presented here is related to evolvability, but whereas evolvability has been claimed not to involve 52

species-level selection [9], the present theory wholeheartedly makes this claim. Consistent with 53

the criticism of programmed aging theories [12], the theory to be developed does not support 54

the existence and maintenance of aging in a population when analyzed by itself. It is only when 55

analyzed through the lens of macroevolution with multiple branching populations that exist in 56

competition, and that are capable of becoming extinct, that aging is maintained. The theory also 57

does not support aging in asexual populations. This manuscript does not seek to simply present 58

a plausible programmed theory of aging, but also seeks to present a detailed description of the 59

approximate inner-workings of the program in vertebrates. This involves elucidating the role of 60

mitochondrial ROS production in causing telomeric DNA damage, which leads to cellular senes- 61
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cence, the senescence-associated secretory phenotype, epithelial-mesenchymal transition, thymic 62

involution, and age-related diseases. 63

The first part of this manuscript develops evolutionary conflict theory and its implications as an 64

abstract evolutionary theory. This is followed by an applied examination of the proposed mechanism 65

of aging in vertebrates. The two sections: why we age, and how we age, buttress each other. Finally, 66

the discussion section provides an exploration of the implications of the theory for addressing many 67

age-related diseases. 68

Evolutionary conflict theory 69

Mortality 70

Eukaryotic mortality refers to the existence of an apparent intrinsic limit to which a eukaryotic 71

organism can live, before death occurs. Death occurs even though resources are plentiful and 72

predation is minimal. The intrinsic limit may be measured in terms of time, aggregate metabolic 73

inputs, or some other organismal process. The intrinsic limit will be referred to as the maximum 74

lifespan of the organism, to distinguish it from the typically observed lifespan which might occur 75

when resources are limited or predation is frequent. Here an organism that only dies as a result 76

of extrinsic evolutionarily unavoidable misfortune is not considered to be mortal. Evolutionary 77

conflict theory seeks to explain why eukaryotes are mortal. 78

Frequent sex increases the ability to adapt to a changing environment 79

Contemplating asexual and sexual reproduction by species with large genomes, such as eukaryotes, 80

the advantage of sex to the species is two-fold. First, in a changing environment, sex allows the 81

combination of advantageous alleles that were originally created by spontaneous mutation. Second, 82

sex acts to reduce the mutational load; the build up of deleterious alleles created by spontaneous 83

mutation. The shorter the generation time, the greater should be the ability to adapt to a changing 84

environment. Competition between species means the environment is nearly always changing, even 85

when the overall outcome is a stable balance between species. 86

Generation time creates an upper bound on the pre-post-reproductive time 87

Generation time and life expectancy are linked. In particular, a specific finite time between sexual 88

generations implies an upper bound on life expectancy, excluding post-reproductive life expectancy. 89

This is derived mathematically in Appendix A. A requirement for a short generation time results 90

in a short lifespan, excluding any post-reproductive lifespan. 91
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Microevolution and macroevolution 92

Microevolution is the change in allele frequencies over time within a population by mutation, 93

selection, gene flow, and genetic drift. It typically occurs over time frames of, say, less than a million 94

years. Macroevolution is the change in species and higher order taxonomic groups. It typically 95

occurs over time frames of, say, millions of years. The creation of distinct species, speciation, is 96

a macroevolutionary process made up of multiple microevolutionary mutations whose cumulative 97

effect is to render different populations reproductively incompatible. 98

From a microevolutionary perspective, the longer the reproductive lifespan, the more offspring 99

are possible. Thus the nuclear and mitochondrial genomes can be expected to evolve to support 100

increasingly long reproductive lifespans, and hence longer and longer maximum lifespans. 101

From a macroevolutionary perspective, the longer the mean time between successive generations 102

of the species, the less adaptable the species will be to a changing environment. Conversely, the 103

shorter the generation time, the more frequently genetic recombination occurs, and the greater 104

the advantage to the species from sex. Other things being equal, this means species with short 105

generation times fitter than competing species with long generation times. Thus macroevolution 106

favors a shorter generation time. 107

A more complete analysis of the macroevolutionary situation would need to take into account 108

changing organism sizes, population sizes, and other factors associated with a change in generation 109

time. The net effect though is to reduce the odds of a species with a longer generation time 110

surviving. 111

There will be a macroevolutionary species specific optimal generation time. This length of time 112

relates to how quickly organisms can produce successful offspring, as well as the loss in adaptability 113

that comes with a longer generation time. 114

Macroevolution favors a specific finite generation time. The simplest way of achieving this is through 115

mortality once that time has been reached. Keeping organisms around for a while after the optimal 116

generation time is reached, but rendering them infertile, is only of interest to the extent it benefits 117

future generations. Consequently, not just the generation time, or even the pre-post-reproductive 118

time, but also the lifespan effectively favored by macroevolution, is finite. 119

In summary, microevolution strives for near immortality at a cost to the species, while macroevo- 120

lution favors a specific finite maximum lifespan. 121

The evolution of maximum lifespans 122

How do species and maximum lifespans evolve if macroevolution favors a shorter maximum lifespan, 123

but all it is being given to work with by microevolution is longer maximum lifespans? 124

The precise genetic basis of speciation appears to be somewhat of a mystery, but it is empirically 125

known to occur over relatively short time frames. For instance, the mean duration of speciation 126

for primates has been estimated to be 0.6 million years [13]. 127
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Simple maximum lifespan extending mutations fix rapidly 128

The microevolutionary mutation and fixation of beneficial alleles that extend maximum lifespan 129

occurs rapidly. Consequently we can expect most species to be close to a microevolutionary local 130

maximum. There are almost no simple point mutations or allele frequency changes that will 131

significantly increase lifespan in the evolutionary environment. This is evaluated mathematically 132

in Appendix A. 133

More complex maximum lifespan extending mutations fix infrequently 134

Despite a paucity of genes for which simple mutations might extend maximum lifespan, there are 135

likely to be multiple genes for which more complex mutations might extend maximum lifespan. 136

Such mutations might require two or more point mutations occurring at different sites on the same 137

or different genes. This is evaluated mathematically in Appendix A. 138

Maximum lifespan extension is selected against by macroevolution 139

Speciation is fast, but the evolution of more complex maximum lifespan extending mutations ap- 140

pears to be relatively slow. Consequently, by the time a species lineage has evolved a new maximum 141

lifespan extending function, there will be multiple similar species that have radiated off from the 142

lineage that do not possess the same or any other maximum lifespan extending function. These 143

species will have a shorter generation time, and thus be better able to adapt to a changing envi- 144

ronment. Assuming that these similar species that do not possess the maximum lifespan extension 145

exist in competition with the species bearing the maximum lifespan extension, the non-maximum- 146

lifespan extension bearing species will usually be favored by macroevolution. The species bearing 147

the maximum lifespan extending function will be more likely to go extinct. 148

In the scenario just considered, macroevolutionary pressure limiting the extension of maximum 149

lifespan was brought about by closely related species that radiated from the original species. More 150

generally, such pressure might be brought about by more distantly related species occupying niches 151

that overlap with that of the species in question. 152

A recurring debate in evolutionary biology is whether macroevolution is simply repeated rounds of 153

microevolution [14]. Evolutionary conflict theory implies there is more to macroevolution than can 154

be explained by microevolution. Microevolution is unable to explain the persistence of organismal 155

mortality that results from the competition between species. Evolution can only be understood 156

by including species level macroevolution as part of the picture. On the other hand, evolutionary 157

conflict theory doesn’t provide support for evolution occurring at taxonomic levels above the species 158

level. 159

Successful species come from a long line of failures to live longer 160

The success of a species is tightly bound up with how rapidly it can engage in genetic recombination. 161

Species that fail to evolve to live longer have a shorter generation time and thus an evolutionary 162

5



advantage over similar species that do evolve to live longer. 163

Microevolution is trying to extend species maximum lifespans, but macroevolution keeps pushing it 164

back to its least successful attempt. Successful organisms might come from a long line of successful 165

organisms, but successful species usually come from a long line of failures; failures to live longer 166

that is. 167

Species that have little need to evolve live longer 168

Species that have little need to evolve to maintain their position in the environment, might be 169

expected to evolve to live longer. This appears to agree with observation. 170

The Greenland shark has a lifespan of at least 272 years, the longest of any known vertebrate 171

[15]. The Greenland shark is an apex predator that feeds opportunistically at least in part by 172

scavenging [16, 17]. There may thus be little need for the Greenland shark to evolve. It has no 173

predators, and its prey are often dead or weak. It is also worth noting, the Greenland shark has a 174

very low metabolic rate per unit mass [18]. The significance of this will become apparent once the 175

mechanisms of aging are discussed. 176

One common reason species need to evolve is as a result of inter-species competition. If a species 177

faces little competition, microevolutionary mutations that increase maximum lifespan will accu- 178

mulate. On the other hand, the more intense the competition between species, the closer to the 179

species preferred length of time to live species should be found. Anecdotally, consider the long 180

lifespan of the Galápagos tortoise, which probably faces little interspecies competition. Similarly, 181

the naked mole-rat occupies a relatively unique ecological niche, subterranean burrows in the Horn 182

of Africa that often have little oxygen, and it exhibits a very long lifespan for its size [19]. The 183

salamander Proteus anguinus is found exclusively underwater in European caves, has an average 184

weight of only 17g, and yet it can live for more than 100 years [20]. And finally, the bristlecone 185

pine, Pinus longaeva, generally grows in harsh environments where most other plants are unable 186

to grow, and it appears to have the longest lifespan of all known non-clonal organisms [21]. 187

Similar arguments apply to clades of species. When many species occupy the same niche or over- 188

lapping niches, competition between them is likely to keep lifespans in check. Conversely, if the 189

species occupy a relatively unique niche, they are likely to be subject to less macroevolutionary 190

pressure on maximum lifespan. This might go some way towards explaining the relatively long 191

lifespans of bats [22], tortoises [23], turtles [24], and salamanders [20]. 192

Species along a lineage will tend to exhibit increasing lifespans 193

It might at first appear as if species only ever evolve longer maximum lifespans as there isn’t any 194

microevolutionary pressure to evolve a shorter maximum lifespan. This isn’t fully true. If lifespan is 195

determined based on aggregate metabolic inputs, then it is possible for a shorter maximum lifespan 196

to evolve in terms of time, if it goes hand-in-hand with an increase in metabolism. For instance 197

there would likely be an increase in metabolism per unit mass if a species of dinosaur evolved into 198

shorter lived warm-blooded birds. 199
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Another example in which shorter maximum lifespans may evolve is if the species in question 200

experiences a temporary bout of heavy predation over an evolutionary time period. Predation 201

can prevent maximum lifespans from being obtained, permitting genes contributing to maximum 202

lifespan to be lost, and thus resulting in a smaller maximum lifespan once predation levels fall. 203

For the most part though, species appear likely to develop longer and longer maximum lifespans, 204

then to go extinct as a result of being outcompeted by other relatively unrelated and faster evolving 205

species with shorter maximum lifespans. This might even go some way towards explaining how 206

mammals could have ended up replacing large, and thus slowly evolving, dinosaurs. 207

The trend in maximum lifespans may help explain Cope’s rule. Cope’s rule is the claim that species 208

within a lineage tend to evolve larger body sizes over time [25]. If species tend to evolve longer 209

maximum lifespans, then all that is required is for there to be a link between maximum lifespan 210

and body size, for Cope’s rule to be valid. Such a link appears highly likely. 211

Aging 212

Aging is a process of declining ability to respond to stress over time, and an increase in the 213

probability of death. 214

Almost all eukaryotic organisms appear to age, while under suitable conditions symmetrically 215

dividing prokaryotic populations must be immortal [26, 27]. It seems reasonable to hypothesize 216

that the primary purpose of aging is to cause organism death as a means of increasing the ability 217

of the species to adapt. 218

Some support for the hypothesis that aging exists to increase the ability of the species to adapt 219

is given by age-related disease susceptibility getting reset concurrently with the process of genetic 220

recombination, which is the very process that increases adaptability, rather than in response to 221

some other biological event. Further evidence will be provided in the section dealing with aging in 222

vertebrates, 223

The duality hypothesis 224

If genes that caused aging only caused aging they would be selected against by microevolution, but 225

if such genes also played some separate and important life giving role, they need not be. We should 226

thus expect aging-related genes to be pleiotropic; also exhibiting some beneficial function from a 227

microevolutionary perspective. 228

Duality hypothesis: Aging-related genes will also exhibit some vital life-enhancing function.

The duality hypothesis applies to both nuclear and mitochondrial genes. 229

An overview of the operation of the duality hypothesis is given in Table 1. Genes for each aging- 230

related function also appear to play an important life-enhancing role. 231
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Table 1: Overview of the operation of the duality hypothesis. Aging-related genes also exhibit
life-enhancing functions.

Genes Aging-related function Life-enhancing function

electron transport produce ROS produce H+ gradient
chain ROS related

double-strand persistent telomeric DNA damage DSB repair
break response signaling in senescence

senescence related multicellular organismal development
organismal death and wound healing [28, 29]

thymus related thymic involution T cell maturation

apoptosis related unicellular organismal death many and various [30]

epithelial-mesenchymal promotes cancer, fibrosis, organismal development
transition related and thymic involution and wound healing

Aging-related genes: 232

� Have an aging-related function that is selected for by macroevolution over macroevolutionary 233

time frames. 234

� The aging-related function would be selected against by microevolution if microevolution was 235

able to operate over macroevolutionary time frames. 236

� Pleiotropically selected for by microevolution over microevolutionary time frames. 237

The difficulty of combating aging 238

Corollary to the duality hypothesis: Anti-aging interventions based on existing genes can
often be expected to exhibit reduced biological fitness in the evolutionary environment.

If the existing gene is aging-related the corollary follows from the duality hypothesis, as attempts 239

to down-modulate the gene will also down-modulate its life-enhancing function. If the existing 240

gene is not aging-related then it purely has a life-enhancing function, and the cumulative effects 241

of microevolution can commonly be expected to have already modulated its expression to a near 242

optimal level. 243
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The corollary to the duality hypothesis suggests that interventions intended to extend maximum 244

lifespan that are based on existing genes will have to tread carefully so as to not interfere with any 245

life-enhancing function. 246

An approach to aging that may be able to avoid these problems is gene therapy. The targeted 247

manipulation of anti-aging genes may be possible in a way that doesn’t affect their vital life- 248

enhancing function. Such successful manipulations are likely to require multiple mutations rather 249

than involving a single point mutation. 250

Understanding the complexity of the aging-related pathways 251

Microevolution can be expected to develop genes and proteins to oppose aging and death, while, 252

within limits, macroevolutionary species level selection will seek to promote it. What we may be 253

left with is a large number of only partially successful attempts to limit aging. This may explain the 254

seeming complexity of many of the aging-related pathways. For instance, the apoptotic pathway 255

probably involves the concerted effects of close to 100 proteins. The aging-related pathways are the 256

microevolutionarily hard to repair mechanisms of organismal death. 257

Further, the duality hypothesis suggests there will be some difficulty in properly determining the 258

aging-related pathways. Each gene can be expected to have both life-enhancing and maximum 259

lifespan reducing functions. Aging-related pathways will be hidden within normal life-enhancing 260

genes. 261

Finally, evolution dictates that other genes will evolve to oppose the functioning of the age-related 262

pathways, making them very difficult to discern. 263

The complexity of the aging-related pathways seems abundantly clear, yet it appears to be rarely 264

commented on. 265

Aging in vertebrates 266

In many respects, this subsection appears to apply more broadly, but will be focused on the mech- 267

anisms of aging in vertebrates. Aging in vertebrates is incompletely understood, and some of the 268

finer details of what follows may be incorrect. 269

The occurrence of aging, or senescence, in natural vertebrate populations is widespread [31]. 270

The proposed mechanism of aging in vertebrates is shown in Figure 1. This figure will be examined 271

in detail later. At a high level, cellular demands for energy result in electron transport chain 272

activity. As a byproduct this results in the production of ROS. Cumulative cellular lifetime ROS 273

levels are converted into telomeric DNA damage. Once telomeric DNA damage exceeds a threshold, 274

cellular senescence ensues. If the senescent load exceeds the capacity of the immune system to clear, 275

death of the organismal will occur. And the capacity of the immune system to remove senescent 276

cells declines over time due to thymic involution. 277

The proposed mechanism of aging in vertebrates aligns with evolutionary conflict theory. The path- 278
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Figure 1: Proposed mechanism of aging in vertebrates. Cellular demands for energy from mito-
chondria result in the production of ROS. Lifetime ROS exposure causes telomeric DNA damage,
which leads to senescence, the senescence-associated secretory phenotype, epithelial-mesenchymal
transition, thymic involution, and age-related diseases. Dashed lines are largely hypothetical.
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way from electron transport chain activity to cellular senescence and organismal death represents 279

a mechanism whereby the organism’s maximum lifespan is finite when measured in terms of energy 280

consumption. This finiteness is in accordance with the needs of macroevolution. 281

It is challenging to imagine that eukaryotic mortality could have evolved from eukaryotic immor- 282

tality. This runs counter to microevolution. It seems much more likely that eukaryotic mortality 283

has always existed, and evolution has acted primarily to increase maximum lifespans. 284

Sex, mortality, and the presence of mitochondria, all seem to have emerged simultaneously as 285

fundamental aspects of the eukaryotic cell. It is reasonable to hypothesize that the mitochondria 286

were partially toxic to the cell, bringing about mortality, but that this mortality could be rescued 287

through sex. The toxicity of the mitochondria is a result of the ROS they produce, and this 288

mechanism of mortality seems to have been preserved across all mitochondria bearing eukaryotes. 289

This places mitochondrial ROS produced by the electron transport chain at the beginning of the 290

mechanisms of aging. 291

The channeling of ROS into telomeric damage and cellular senescence represents evolutionary re- 292

finements to the mechanisms of aging. Cellular senescence, or something like it, in which the aged 293

cell doesn’t die but nearby cells do, is necessary to bring about mortality in multicellular organisms. 294

Surveillance of senescent cells by the cellular branch of the adaptive immune system represents an 295

evolutionary addition present in vertebrates that extends maximum lifespan. Within limits this 296

maximum lifespan extension was probably not selected against by macroevolution because of the 297

concomitant increase in fitness resulting from the ability of the adaptive immune system to combat 298

infectious diseases. The extent to which macroevolution allows this maximum lifespan extension 299

to develop is determined by the occurrence of thymic involution. 300

To fully understand the proposed mechanism of aging in vertebrates, it is necessary to first briefly 301

review ROS, cellular senescence, immunosenescence, and EMT. 302

Reactive oxygen species 303

The mitochondrion is a major source of reactive oxygen species (ROS). Complexes I and III of the 304

electron transport chain both leak superoxide (O2
�−), with roughly 0.2-2.0% of all oxygen consumed 305

by the mitochondria ending up as O2
�− [32]. Complex I leaks towards the mitochondrial matrix, 306

while complex III leaks towards both the matrix and the intermembrane space [32]. O2
�− gets 307

converted into the more stable ROS hydrogen peroxide (H2O2) by superoxide dismutase (SOD). 308

H2O2 is stable by itself, but in the presence of ferrous iron ions (Fe2+) it undergoes the Fenton 309

reaction, producing an extremely reactive hydroxyl radical (HO�), a hydroxide ion (OH−), and 310

ferric iron ions (Fe3+) [33]. As the name suggests, ROS are highly reactive, and unless neutralized 311

by antioxidants, can cause damage to the nucleic acids, proteins, and lipids that make up the cell 312

[34]. Cellular membranes are largely permeable to H2O2 [35, 36, 37] with a permeability coefficient 313

of 2Ö10−6 m s−1 at 37�C [38], and weakly permeable to O2
�− [37] with a permeability coefficient 314

2Ö10−9 m s−1 at 37�C [39]. 315

In mammals mitochondrial ROS production is known to increase with age [40]. 316

Despite billions of years of evolution, harmful ROS production by the mitochondria has never been 317
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eliminated. This is consistent with the possibility that ROS production is a macroevolutionarily 318

intentional mechanism of bringing about mortality. 319

SOD converts O2
�− into O2 and H2O2. Eukaryotes contain several forms of SOD. 320

Peroxidases break down H2O2 to water and oxygen. Three common peroxidases are peroxiredoxins 321

(Prxs), glutathione peroxidase (GPx), and catalase. Catalase has an extremely high turnover rate. 322

In most eukaryotes catalase is only found in peroxisomes, and not in the cytosol. The Ctt-1 gene 323

of Saccharomyces cerevisiae and the ctl-1 gene of Caenorhabditis elegans are two exceptions. The 324

frequent lack of a cytosolic catalase may be the result of H2O2 being used to signal the passage of 325

time against the species maximum lifespan. 326

Consistent with ROS being the evolutionary mechanism through which lifespan is controlled, com- 327

parisons between different species have generally shown a negative correlation between ROS levels 328

and lifespan [41, 42]. 329

Within individual species the overexpression of antioxidant enzymes is generally associated with an 330

increase in lifespan [43] [41][Table 4]. Similarly the deletion of genes coding for antioxidant enzymes 331

generally results in a decrease in lifespan [41][Table 5]. Exposure to antioxidants compounds also 332

often increases lifespan [41][Table 6]. These effects are however by no means universal. Contradict- 333

ing the theory being developed, mild exposure to ROS generating compounds can increase lifespan 334

[41][Table 7]. Similarly mutations that increase ROS production can sometimes increase lifespan 335

[41][Table 8]. This is known as hormesis. The reason for this lack of universality regarding the 336

effects of antioxidants and ROS may be because the details of what is happening matter. The be- 337

havior of H2O2 is different from that of free radicals, and ROS are also used by the cell as signaling 338

molecules and for the killing of bacteria [44, 45]. The discrepancy in the behavior of antioxidants 339

is explored further and resolved in the section on antioxidants in Appendix E. 340

In humans, various mitochondrial haplogroups have been correlated with longevity [46, 47]. It might 341

be argued that this association could simply be the result of correlations between the mitochondrial 342

and nuclear genomes [46]. However, by transplanting different mitochondrial genomes into the same 343

cell line, some of these longevity associated haplogroups have been found to produce less ROS [47]. 344

This suggests that reduced mitochondrial ROS could be the cause of the mitochondrial haplogroup 345

associated longevity. 346

Cellular senescence 347

Senescent cells fail to divide, resist apoptosis, and usually exhibit the senescence-associated secre- 348

tory phenotype (SASP) [48]. The SASP is frequently pro-inflammatory, proapoptotic, and is possi- 349

bly even capable of inducing senescence in both nearby and distant non-senescent cells [48, 49, 50]. 350

Natural killer cells are often capable of clearing senescent cells [51], as are macrophages [52]. How- 351

ever, with age, the number of senescent cells is found to accumulate, and this is implicated in 352

various age-related diseases [53]. Since the SASP is implicated in various age-related diseases, and 353

senescent cells can induce senescence in other cells while themselves being resistant to apoptosis, 354

the SASP represents an ideal mechanism to ultimately cause organismal death. The precise chem- 355

icals that uniquely define the SASP have been difficult to pin down. This is understandable. If the 356

SASP was well defined, organisms might evolve to resist its effects. 357
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Cellular senescence has been partitioned into different types [54]. Replicative senescence limits the 358

number of divisions a cell can make and is linked to mitotic telomere shortening. Oncogene-induced 359

senescence is in response to non-telomeric DNA damage. Stress-induced senescence is the induction 360

of senescence in response to chemicals such as H2O2. All three result in growth arrest, the SASP, 361

and morphological changes. Studies of stress-induced senescence are probably the most relevant 362

here, as this closely reflects the action of mitochondrial ROS. 363

Cellular senescence plays a vital role during development where the clearance of the senescent 364

cells promotes tissue remodeling [28]. Cellular senescence also plays a vital role during tissue 365

repair following injury [29, 52]. Consistent with the duality hypothesis, this makes it difficult to 366

evolutionarily disable the harmful effects of senescence. 367

Immunosenescence 368

Immunosenescence is the gradual decline in the efficacy of the immune system with age [55]. Mul- 369

tiple factors contribute to immunosenescence [56]. A major factor is thymic involution [55]. The 370

thymus is the site of T cell maturation. Thymic involution is the gradual atrophy or shrinking 371

of the thymus with age. Thymic involution appears to include an increased thymocyte apoptosis 372

and reduced thymocyte proliferation in the aged thymus [57]. This leads to a reduction in naive 373

T cell output that likely contributes to immunosenescence [58]. Thymic involution is common to 374

nearly all organisms possessing a thymus [59], although the selective pressures for thymic involution 375

appear not well understood. The possibility that thymic involution is intended to cause organism 376

death and therefore promote frequent genetic recombination doesn’t appear to have been previously 377

considered. 378

Another aspect of immunosenescence that may contribute to a reduction in T cell levels is atrophy 379

and fibrosis of the lymph nodes [60]. This atrophy has been shown to be a barrier to the effectiveness 380

of thymic rejuvenation [61]. It has been speculated that cellular senescence is involved in this age- 381

related deterioration of the lymph nodes [62]. 382

Epithelial-mesenchymal transition 383

The epithelial–mesenchymal transition (EMT) is a process whereby epithelial cells appear to turn 384

into mesenchymal cells [63]. In doing so they acquire a fibroblast-like morphology, become more 385

migratory, and exhibit an extra-cellular matrix producing phenotype [64, 63]. EMT occurs during 386

development, wound healing, and cancer metastasis [63]. EMT plays a key role in fibrotic diseases 387

[65, 66]. 388

The EMT by thymic epithelial cells produces cells that are described as EMT-derived fibroblasts 389

[67]. This process appears to be responsible for thymic involution [67]. 390

EMT can be caused by the effects of the SASP on epithelial cells [68, 69]. 391

Interestingly, the pathways of cellular senescence and EMT share some of the same molecular actors 392

[70]. 393
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Likely decline in clearance of senescent cells by the immune system with age 394

Natural killer (NK) cells are able to kill other cells and have activating NKG2D receptors, inhibitory 395

NKG2A receptors, and inhibitory and activating killer-cell immunoglobulin-like receptors (KIRs). 396

Senescent cells express elevated levels of NKG2D ligands: MHC class I chain-related protein A 397

(MICA), UL16 binding protein 1 (ULPB1), and UL16 binding protein 2 (ULPB2) [71]. Conse- 398

quently, many senescent cells are probably capable of being cleared by NK cells. Those that aren’t 399

cleared display increased levels of the non-classical major histocompatibility complex (MHC) in- 400

hibitory ligand human leukocyte antigen (HLA) E of NKG2A [72], and/or MHC I inhibitory ligands 401

HLA-A, HLA-B, and HLA-C for the KIRs [73]. Many of these remaining cells can probably be 402

cleared by T cells: 403

� CD8+ cytotoxic T (TC) cells are suspected of being capable of directly clearing senescent cells 404

[74]. This requires the presentation of an appropriate peptide by MHC I, which senescent 405

cells possess [73], a low level of the inhibitory NKG2A receptor on the TC cell, which is 406

the case [72, 75], and a costimulatory signal, which NKG2D can provide [76]. As for the 407

appropriateness of the peptides in identifying senescent cells, senescent cells appear to express 408

some peptides that are not expressed by non-senescent cells [73]. 409

� CD4+ T helper (TH) cells are known to be capable of responding to oncogene-induced senes- 410

cence and clearing senescent cells with the assistance of monocytes/macrophages [77]. 411

� Natural killer T (NKT) cells are a specialized type of T cell that have limited T cell diversity 412

along with features reminiscent of the NK cells of the innate immune system [78]. NKT cells 413

are capable of, at a minimum, coordinating the removal of senescent cells [79]. NKT cells 414

mature in the thymus, and lymphotoxin β receptor (LTβR) knockout in medullary thymic 415

epithelial cells (mTECs) reduces both the number of mTECs in the thymus, and the thymus’ 416

production of NKT cells [80, 81]. NKT levels in peripheral blood decline significantly with 417

age [82]. 418

The ability of T cells to clear senescent cells is consistent with the observed shorter mean lifespan 419

for athymic mice raised in a germ-free environment [83]. 420

The ability of the immune system to clear senescent cells likely declines with age. One reason for 421

this is the effect of thymic involution on T cell production by the thymus. 422

The ability of T cells to clear senescent cells at young ages is likely relative rather than absolute. 423

This is illustrated by periodontitis. Periodontitis is associated with senescent cells in periodontal 424

tissue [84]. Signs of periodontal disease exist in 7 year old children, but the incidence of significant 425

periodontal disease increases greatly around the age of 30-40 [85, 86]. 426

Macrophages in the salamander Notophthalmus viridescens appear able to effectively clear senescent 427

cells [87]. This is interesting because salamanders also possess extremely long lifespans for their 428

size [20]. In addition salamanders lack any obvious signs of aging [88]. 429
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Mechanism of aging in vertebrates 430

The proposed mechanism of aging in vertebrates was shown in Figure 1. The cell’s demand for 431

energy results in the mitochondrial electron transport chain also producing ROS. The ROS goes on 432

to cause irreparable telomeric DNA damage. Persistent DNA damage response (DDR) signaling 433

results in cellular senescence. Mitochondria of senescent cells exhibit a decrease in mitochondrial 434

membrane potential, and an increase in the production of ROS [89]. This creates a feedback 435

mechanism strengthening the commitment to senescence. 436

Cellular senescence involves the production of the SASP. The SASP is implicated in a wide variety of 437

age-related diseases including atherosclerosis [90], osteoarthritis [91], tumorigenesis [92], Alzheimer’s 438

disease [93], and possibly diabetes [94, 95]. The SASP builds up over time. 439

The SASP may be responsible for EMT, which plays a key role in tumorigenesis and fibrotic diseases. 440

Alternatively, since senescence and EMT share some of the same molecular actors, senescence may 441

promote EMT in a more tightly linked manner. 442

In addition to directly causing diseases, EMT appears to cause thymic involution and speculatively, 443

lymph node atrophy. Both of which lead to a reduction in T cell surveillance by the adaptive immune 444

system. Thymic involution also results in the production of inflammation causing self-reactive T 445

cells. The loss of immune surveillance both leads to the failure to clear senescent cells, and is 446

implicated in many age-related diseases including atherosclerosis [96], susceptibility to infectious 447

diseases, tumorigenesis [97, 98], and possibly fibrotic diseases [99]. 448

EMT causes the thymus to involute, which impairs the ability of the immune system to clear 449

senescent cells, causing the senescent load to increase, and further promoting EMT. It is a vicious 450

cycle, which will eventually result in organismal death. 451

The role of senescence, immunosenescence, and EMT, in age-related diseases is examined in more 452

detail in Appendix B. 453

Moderate doses of certain antioxidants are known to inhibit cellular senescence [100]. Perturbations 454

of the electron transport chain are known to promote senescence [101]. This is consistent with 455

mitochondrial ROS leading to senescence. 456

Detailed, but still simplified, tentative molecular pathways of aging in vertebrates are described in 457

Appendix C. 458

The aging brain 459

Many cells in the body are short lived, and derived from telomerase expressing stem cells [102]. 460

These cells are less likely to undergo cellular senescence. On the other hand neurons and astrocytes 461

in the brain are very long lived. It is therefore important to understand whether these cells undergo 462

senescence, and the effects of the SASP on these cells. 463

Neurons naturally exhibit cell cycle arrest and are capable of exhibiting many other features of 464

senescence, including production of the SASP [103]. However, because of the blood-brain barrier, 465

senescent neurons may fortunately not usually be surveilled by T cells [104]. The full effects of 466
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the SASP on neurons appear unclear. However, the SASP component IL-6, which is usually pro- 467

inflammatory [105], has multiple effects on neurons in the brain including promoting neuronal 468

survival [106]. 469

In vitro, astrocytes have been shown to undergo replicative senescence as well as H2O2 induced 470

senescence. So astrocytes are clearly capable of undergoing senescence. However, astrocytes may 471

have a trick up their sleeve to reduce the likelihood of becoming senescent. Astrocytes produce 472

ATP by breaking glucose down to pyruvate by glycolysis as usual. This produces some ATP and 473

NADH. However, not all of this pyruvate enters the citric acid cycle and oxidative phosphorylation. 474

Astrocytes ferment some of the pyruvate to lactic acid and consume the NADH [107]. The lactate is 475

then exported from the astrocyte by monocarboxaylate transporters [108]. These mechanics are well 476

known, but the fact that this reduces the dependence of astrocytes on ROS producing oxidative 477

phosphorylation appears to have been overlooked. Consistent with this, proliferating astrocytes 478

have been shown to barely be affected by the inhibition of electron transport chain complex I or 479

ATP synthase [109]. Senescent astrocytes have been hypothesized to play a role in Alzheimer’s 480

and Parkinson’s disease [110]. Thus any reduction in astrocyte oxidative phosphorylation is likely 481

to be partial, rather than complete. As to the SASP, IL-6 appears to have no effect on astrocyte 482

morphology [111]. 483

In summary, neurons and astrocytes seem to have found mechanisms to either avoid being cleared 484

when they become senescent, or delay becoming senescent, as well as avoid some of the ill-effects 485

of the SASP. 486

Discussion 487

As with any scientific theory, the evolutionary conflict theory of aging must be subjected to scrutiny, 488

and if need be refined, modified, or rejected. Findings that challenge the theory are explored in 489

Appendix E. So far, plausible alternative explanations exist to these challenges that don’t require 490

changes to the theory. 491

Addressing age-related diseases 492

Today there exist many one-disease-at-a-time approaches for addressing age-related diseases. These 493

approaches are likely to only be weakly effective. The elimination of all forms of cancer for instance 494

is only expected to extend lifespan in the U.S. by 3 years [112]. If one age-related disease doesn’t 495

kill you, another one will. 496

Proposed multi-disease approaches for addressing age-related diseases are split across the nine 497

different hallmarks of aging: genomic instability, telomere attrition, epigenetic alterations, loss of 498

proteostasis, deregulated nutrient sensing, mitochondrial dysfunction, cellular senescence, stem cell 499

exhaustion, and altered intercellular communication [113]. There isn’t a clear consensus on the 500

relationship between the different hallmarks of aging, and what causes what. 501

Age-related diseases and their mechanisms may be divided into three classes. Those that ex- 502

ist downstream of mitochondrial ROS production; these may be considered fundamental and of 503
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macroevolutionary origin. Those that exist due to an evolutionary trade-off between the nuclear 504

genome’s desires for immortality and reproduction; these are probably rare, and may also be con- 505

sidered fundamental, but of nuclear origin. And those that exist merely because they occurred 506

infrequently enough in the evolutionary environment to be selected against; these may be consid- 507

ered as residual. These residual diseases may exert a significant toll if the maximum lifespan for 508

the species is increasing, or if most of the fundamental diseases have been cured. 509

If the fundamental macroevolutionary origin age-related diseases were eliminated, and mortality 510

rates dropped to match those of a U.S. 20 year old in 2019, based on the Social Security Adminis- 511

tration life tables, the lifespan of men would increase to 927 years, and for women it would increase 512

to 2,469 years. These lifespans are probably unobtainable due to residual age-related diseases, but 513

they provide an upper bound on what might be possible. In the short run, extensions to lifespan 514

are likely to be far more modest. Even a 10 year increase in lifespan might be an ambitious goal. 515

This is because it isn’t until the final major cause of mortality is eliminated, that lifespans will 516

really take off. 517

It must be remembered that humans live much longer than mice. Many of the pathways for 518

promoting age extension in mice have probably already been found by evolution in humans. This 519

means many promising interventions in mice will fail when translated into humans. 520

Other approaches to aging that may initially appear unrelated to the mechanisms proposed here 521

are worth considering. If the pathway proposed here is correct it should largely be possible to align 522

the other approaches with this pathway. This is done to good effect in Appendix D. 523

Feasible current interventions 524

The evolutionary conflict theory of aging suggests several possible simple interventions that might 525

be able to extend lifespan: 526

� Try to avoid hydrogen peroxide. H2O2 is sometimes used as an antiseptic to treat wounds, 527

as a mouthwash, or as a tooth whitening agent in toothpaste. The safety of H2O2 has been 528

assessed in long term animal trials, but these appear to have focused on the question of 529

whether H2O2 is a carcinogen [114], and not whether it plays a broader role of promoting 530

senescence and reducing lifespan. The role of H2O2 in telomere shortening suggests it is best 531

avoided where possible. 532

� Possibly consider a relatively low iron diet. Iron is key to the Fenton reaction that produces the 533

extremely reactive radical HO� which can cause telomeric damage. To reduce the prevalence 534

of iron deficiency anemia, many foods are iron fortified. Lower iron intake might help explain 535

the healthspan and lifespan advantages of a vegetarian diet [115]. Iron is an essential nutrient, 536

and so consuming a low iron diet shouldn’t be taken to extremes. 537

� Consider experiencing intermittent hypoxia. As discussed in Appendix D, a lack of oxygen 538

increases mitochondrial biogenesis which reduces ROS production. One way to achieve in- 539

termittent hypoxia might be through aerobic exercise. Permanent hypoxia might also be 540

beneficial for lifespan, such as through living at a higher altitude. This may explain why 541

amphibians live longer at higher altitudes but not at higher latitudes [116], and why humans 542
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may exhibit greater longevity at higher altitudes [117]. Unfortunately, permanent hypoxia 543

appears to be associated with slower cognitive functioning [118], suggesting more research in 544

this area is first warranted. 545

� Reduce caloric consumption. As discussed in Appendix D, fewer calories mean less ROS 546

production. Caloric restriction, or GLP-1 receptor agonists, are likely to increase lifespan. 547

� Maintain good oral hygiene. Oral bacteria lead to the generation of H2O2 by cells of the 548

innate immune system [119]. This is harmful to the bacteria, but it is also harmful to the 549

periodontal tissue where it is hypothesized to cause telomeric DNA damage that leads to 550

cellular senescence [84]. This may explain why periodontitis appears to be an independent 551

risk factor for cardiovascular disease, cerebrovascular diseases, certain cancers, diabetes, and 552

rheumatoid arthritis [120]. In one study the relative risk of all cause mortality for individuals 553

with periodontitis compared to no periodontal disease was 1.46 [121]. This was after adjusting 554

for many other demographic, social, and health factors that may have influenced the outcome. 555

� Breathe clean air. Both air pollution and smoking are associated with an increased prevalence 556

of age-related diseases [122, 123]. Particulate matter is associated with increased secretion 557

of H2O2 by mucosa [124]. H2O2 secretion is one of the innate cellular defense mechanisms 558

of the mucosa [124]. ROS produced by particulate matter has also been identified as a 559

crucial mediator of particle toxicity [125]. Consistent with the mechanisms of aging elucidated 560

here, air pollution and smoking are associated with both telomeric shortening [126, 127], and 561

accelerated thymic involution [128, 129]. Smoking is associated with an increased risk of not 562

just cancer in general, but lung cancer in particular. Presumably, in addition to their role in 563

causing telomeric shortening, ROS in the lung microenvironment also causes non-telomeric 564

DNA damage to proto-oncogenes. 565

Future interventions 566

The proposed molecular pathways lead to several predictions. Certain ROS inhibitors, telomere 567

repair, senolytics, senomorphics, EMT inhibitors, and thymic regeneration may be able to prevent 568

or delay certain age-related diseases. Hypothesized effects are shown in Table 2. Many anti-aging 569

interventions appear likely to be most effective when started at an early age. This is because they 570

only decelerate the rate of incidence of various age-related diseases, rather than reduce their rates. It 571

may be necessary to combine multiple interventions, such as senolytics and thymic regeneration, for 572

maximum effect. By the duality hypothesis, all such interventions that are based on existing genes 573

must be careful not to interfere with any vital life-enhancing role. In addition, the neurodegenerative 574

diseases and apoptosis of pancreatic β-cells may be delayed or prevented by anti-apoptotic factors. 575

Whether these anti-apoptotic factors should be classified as senomorphics isn’t clear. 576

New molecular entities that don’t bear any resemblance to existing proteins, but appear to have a 577

beneficial effect on lifespan are highly promising. 578
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Table 2: Hypothesized effects of different interventions on the rates of incidence of different diseases
with age. Decelerating effects are those for which the rates of increase in disease incidence with age
are reduced. Reducing effects are those for which there is an absolute reduction in the rate of disease
incidence following the intervention. Interventions are assumed not to be capable of reversing
thymic involution. Thymic regeneration is assumed not to have an effect on the functioning of the
immune system due to lymph node atrophy.

Inflammatory Cancer Fibrotic Infectious disease Neurodegenerative
diseases diseases susceptibility diseases

ROS inhibitors decelerate decelerate decelerate decelerate decelerate
Telomere repair reduce reduce reduce decelerate reduce

Senolytics reduce reduce reduce decelerate unknown
Senomorphics reduce reduce reduce decelerate no effect
EMT inhibitors decelerate reduce reduce decelerate unknown

Thymic regeneration reduce reduce no effect no effect unknown

Conclusion 579

For a long time microevolutionary selection has prevented scientists from reaching the conclusion 580

that age-related diseases are intentional, but if the process is being driven by macroevolution, in- 581

tentionality suddenly becomes plausible. Scientists might have overlooked the fact that a maximum 582

lifespan extending gene might benefit the organism, but be harmful to the organism’s descendants 583

as it implies less genetic recombination is occurring over time. And genetic recombination is key 584

to maximizing fitness in a changing environment. 585

Mortality is opposed by microevolution, but favored by macroevolution. This is a highly unusual 586

situation. It leads to the following predictions: aging-related genes are pleiotropic, simultaneously 587

exhibiting both aging-related and life-enhancing functions, successful species commonly come from 588

a long line of failures to live longer; species that have little need to evolve will evolve long lifespans; 589

and, species along a lineage will tend to exhibit increasing lifespans. These predictions appear to 590

agree with the available evidence. 591

Long term, if it was possible to increase human lifespan to say, 150 years, this would, assuming 592

no change in female reproductive time span, result in a doubling of the planet’s population. This 593

would have many serious social and environmental implications. Despite this it appears desirable. 594

Otherwise why else would we today be investing heavily in finding cures to many age-related diseases 595

through one-disease-at-a-time approaches. It is just that the one-disease-at-a-time approaches are 596

only likely to be weakly effective, while targeting the core mechanism of aging has the long term 597

potential to make major gains in healthspan and lifespan. 598

The evolutionary conflict theory of aging makes an important clinical prediction: certain ROS 599

inhibitors, telomeric interventions, senescence interventions, EMT inhibitors, and thymic regen- 600

eration may be capable of preventing, treating, or curing many age-related diseases. The heavy 601

burden of age-related diseases argues for a Manhattan project-like effort to better understand the 602

fundamental biology of aging and to invest in the development and clinical trial of drugs and other 603

interventions so as to delay, prevent, treat, and cure these age-related diseases. 604
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Appendices 605

A: Mathematical support 606

Generation time creates an upper bound on the pre-post-reproductive time 607

Consider those organisms of some species that survive to effective sexual maturity. Let Tb be 608

the mean time from fertilization until birth, Tm be the mean time from birth to effective sexual 609

maturity, Tr be the mean effective reproductive time span, and Ts be the mean time from the end 610

of the effective reproductive time span until death occurs. 611

The total life expectancy of organisms that reach effective sexual maturity, T , is given by, 612

T = Tm + Tr + Ts

with the first two terms representing the pre-post reproductive time. 613

Successful offspring can be expected to be distributed more or less at random over the reproductive 614

lifetime of an organism. Mathematically then, the mean generation time, g, is given by, 615

g = Tb + Tm +
Tr

2

If g is finite, the above equation means that Tb, Tm, and Tr are all bounded from above. Since Tm 616

and Tr form the pre-post-reproductive time, this means the pre-post-reproductive time is bounded 617

from above. 618

Simple maximum lifespan extending mutations fix rapidly 619

Imagine the existence of a site that if mutated and fixed would extend the maximum lifespan. 620

Suppose the heterozygous selection coefficient per generation, s, is 10−2. The spontaneous mutation 621

rate in higher eukaryotes, µs, is around 10−8 per base per sexual generation [130]. Let the population 622

size, N , be 106. Mutations of a particular genomic base pair in diploids are created at the rate 623

2Nµs. And the probability that the mutation fixes is 2s [131]. So the mean time for a mutation 624

that is destined to fix to occur, that is the establishment time in generation, τe, is, 625

τe =
1

4sNµs

Plugging in the above numbers, results in 2.5Ö103 generations for τe. 626

Adapting the analysis of an asexual population [132], to a diploid sexual population, the mean time 627

for a mutation that is destined to fix, to actually fix, τf , is roughly, 628
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τf =
2 log 2Ns

s

Resulting in 2.0Ö103 generations for τf . 629

Both the mutation establishment and fixation times are small. Since the occurrence of new maxi- 630

mum lifespan extending mutational prospects is likely to be a rare event, this means, there will be 631

few simple maximum lifespan extending mutational prospects that have not already been found. 632

Those that do exist will have come into existence recently. 633

More complex maximum lifespan extending mutations fix infrequently 634

For the sake of argument, consider a gene for which the combined effect of two particular mutations 635

would extend maximum lifespan, but either mutation alone is harmful. Quantifying this, suppose 636

the heterozygous selection coefficients per generation for the single and double mutations, s1 and 637

s2, are −10−2 and 10−2, respectively. 638

Assume the two mutations that need to occur to extend lifespan are nearby, so that the effects 639

of recombination are negligible. Single mutations of a particular genomic base pair are created at 640

the rate 2Nµs. The mean number of generations that a single mutation will exist is −1/s1. The 641

chance of the second mutation occurring per generation is µs. And the probability that the double 642

mutation fixes is 2s2. 643

Then, since we don’t care which order the two mutations occur, there is an additional factor of 2 644

in the rate, and mean time for a double mutation to occur that will fix, τ2, is given by, 645

τ2 =
−s1

8s2Nµ2
s

Plugging in the above numbers, results in 1.3Ö109 generations for τ2. 646

Even if there were 1,000 complex mutational opportunities like this, it seems likely speciation would 647

occur before any of the more complex mutations had been found. 648

B: Cellular senescence, immunosenescence, EMT, and age-related 649

diseases 650

Many age-related diseases involve senescence, immunosenescence, EMT, or the SASP: 651

� Cardiovascular disease. Myocardial infarction (heart attack) and stroke are both the result 652

of atherosclerosis. Age is an independent risk factor for the development of atherosclerosis 653

and premature biological aging such as in patients with Werner syndrome or Hutchinson 654

Gilford progeria syndrome accelerates the development of atherosclerosis [133]. The SASP 655
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is implicated in atherosclerosis [90]. The thymus is also suspected of playing a key role in 656

atherosclerosis [134]. 657

� Cancer. EMT is key to cancer’s ability to metastasize [135]. Age is a primary risk factor 658

for most cancers. One model of tumorigenesis holds that the immune system is capable of 659

resolving many cancers in the young, but that immunosenescence leads to reduced ability 660

to do so in the elderly [97, 98]. Oncogene-induced senescence is widely considered a tumor 661

suppressor. However, the SASP can both promote and inhibit tumorigenesis [136, 92]. In 662

addition senescent cells may be able to escape oncogene-induced senescence leading to tumor 663

progression [137]. Perhaps senescence in the context of a premalignant lesion should be viewed 664

as a decision to leave it up to the immune system to decide upon the organism’s fate. 665

� Alzheimer’s disease. Alzheimer’s disease is a disease of the elderly that results in neuronal 666

apoptosis. SASP astrocytes may play a role in Alzheimer’s disease [93]. 667

� Diabetes. Insulin promotes the cellular absorption of glucose. Type 2 diabetes involves a 668

combination of inadequate insulin production by β-cells in the pancreas and cellular insulin 669

resistance. The production of insulin by β-cells appears to be limited in type 2 diabetes, 670

at least partially because some β-cells have committed apoptosis [94]. Insulin resistance is 671

a reduced ability to absorb insulin and use it to take up glucose. Thymic dysfunction due 672

to aging is hypothesized as a cause of insulin resistance [138]. Senolytics are drugs that 673

kill senescent cells. Senolytic drugs are known to be able to prevent and alleviate insulin 674

resistance in mice [95]. 675

� EMT and its endothelial cousin, endothelial-mesenchymal transition, likely play a vital role in 676

fibrotic diseases including cirrhosis of the liver [139], kidney fibrosis in chronic kidney disease 677

[140], and cardiac fibrosis in heart failure and other heart diseases [141]. 678

� Infectious diseases. Increased susceptibility and death due to infectious diseases with age 679

seems likely to be the result of immunosenescence including thymic involution. 680

The picture that emerges is of many age-related diseases having cellular senescence, immunosenes- 681

cence, and EMT as common mechanisms, and different age-related diseases merely being different 682

tissue or organ specific expressions of cellular senescence, immunosenescence, and EMT. 683

C: Simplified tentative molecular pathways of aging in vertebrates 684

Evolutionarily, it is unclear whether it makes little sense to speak of pathways of aging. The default 685

outcome for eukaryotes was presumably to die as a result of the toxic effects of ROS. Over time 686

pathways evolved to extend lifespan. Those that proved too successful resulted in species going 687

extinct. This left behind residual mechanisms that caused aging and death. It is probably an issue 688

of semantics whether these should be described as pathways. 689

Pathways of cell fate in vertebrates 690

ROS are toxic. However, the mechanism by which ROS prove toxic to the cell has become highly 691

stylized by evolution. Whether H2O2 proves toxic to a particular cell will be highly context depen- 692
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Figure 2: Pathways of cell fate. Proposed pathways leading from intracellular hydrogen peroxide
and the SASP to cellular EMT, apoptosis, or senescence in vertebrates and possibly other species.

dent, depending upon factors such as the external environment, the internal physiological state of 693

the cell, and the cell type. A proposed molecular pathway leading from intracellular H2O2 to cell 694

fate is shown in Figure 2. 695

The two cell fates we are most concerned with are cellular senescence and EMT. As discussed earlier, 696

aging-related diseases largely seem to be a consequence of these two cellular modalities. The role 697

of apoptosis in aging-related diseases is less clear, although arguably apoptosis plays an important 698

role in neurodegenerative diseases, the loss of pancreatic β-cells in diabetes, and in sarcopenia. 699

Figure 2 will be explored briefly below, with EMT and cellular senescence, explored in more detail 700

later. 701

EMT related pathways 702

It is hypothesized that H2O2 plays a role in the cytosolic determination of cell fate through the 703

promotion of EMT. This is consistent with the observation that H2O2 can induce EMT [142, 143, 704

144]. 705

The SASP plays a key role in EMT. SASP components such as IL-6 inhibit apoptosis and promote 706

EMT. If IL-6 is part of the macroevolutionary mechanism of EMT induced aging, then perhaps 707

transforming growth factor-β (TGF-β) as an early stage SASP component [145], represents a mi- 708
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croevolutionary response to IL-6 induced EMT, attempting to prevent it by instead steering the 709

cell towards apoptosis. 710

TGF-β is known to play a dual role in cancer, preventing uncontrolled cellular proliferation, but at 711

the same time promoting metastasis. This is known as the TGF-β paradox. This may be a result 712

of the EMT requiring both signal transducer and activator of transcription (STAT3) and Smad3/4 713

signaling. In the absence of IL-6, TGF-β promotes apoptosis, but in its presence it promotes EMT. 714

Apoptosis related pathways 715

H2O2 is well known as an inducer of apoptosis [146]. During apoptosis H2O2 oxidizes cardiolipin 716

found in the inner membrane resulting in it releasing bound cytochrome c [147]. Oxidized cardiolipin 717

also helps open the mitochondrial permeability transition pore in the outer membrane [148, 149, 718

150]. Opening of the pore leads to a swelling of the mitochondrial matrix, rupturing the outer 719

mitochondrial membrane, and the release of apoptotic intermembrane proteins into the cytosol, 720

including cytochrome c [151]. Apoptosis may also be initiated from outside the mitochondria. 721

Senescence related pathways 722

As will be explored later, either chronic nuclear H2O2 or proliferation in the absence of telomerase 723

leads to telomeric damage and a persistent DNA damage response (DDR). The DDR induces 724

cellular senescence. 725

The mitochondria of senescent cells display increased H2O2 production [89], further committing 726

the cell to senescence. 727

HIF-1 alpha, NOX4, and the Warburg effect 728

STAT3 upregulates the transcription factor hypoxia-inducible factor 1-α (HIF-1α) both transcrip- 729

tionally and by stabilizing the protein against ubiquitin mediated degradation [152]. 730

HIF-1α functions as a hypoxia sensor, and is responsible for the upregulation of vascular endothelial 731

growth factor (VEGF) and genes promoting glycolysis when intracellular oxygen is low [153, 154, 732

155]. 733

HIF-1α upregulates NADPH oxidase 4 (NOX4) [156]. NOX4 converts O2 into H2O2 [157]. Thus the 734

HIF-1α/NOX4/H2O2/STAT3 circuit appears to provide a positive feedback mechanism for intra- 735

cellular H2O2 that is governed by the effect of the O2 concentration on HIF-1α. Speculatively, the 736

production of H2O2 concurrent with the promotion of glycolysis may be a macroevolutionary mech- 737

anism to ensure vertebrates can’t avoid the aging effects associated with oxidative phosphorylation 738

by instead using glycolysis. 739

Cancer cells frequently rely on glycolysis, even in the presence of oxygen [158]. This is known as 740

the Warburg effect [158]. Cancer cells frequently display high levels of HIF-1α activation, in part 741

due to the hypoxia of the tumor microenvironment [159]. NOX4 expression levels are upregulated 742
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in a wide variety of cancers [160]. In addition cancer cells frequently display high levels of H2O2 743

[161]. Very speculatively, the occurrence of the Warburg effect, and the activation of the HIF- 744

1α/NOX4/H2O2/STAT3 circuit in cancer cells could help prevent their apoptosis. Cancer cells 745

that lack the Warburg effect may be more likely to undergo apoptosis as a result of a relative lack 746

of STAT3 activation. 747

Molecular pathways of cellular senescence in vertebrates 748

A proposed molecular pathway leading from mitochondrial O2
�− production to senescence is shown 749

in Figure 3 and expanded upon below. The molecular biology of senescence is still being elucidated, 750

and other plausible pathways exist. This is especially true of the lower portion of the figure which 751

shows the activation of the senescent phenotype. The complexity of aging-related pathways creates 752

some difficulty in determining the relevant pathways with certainty. 753

ROS 754

As shown at the top of Figure 3, it is proposed that mitochondrially produced O2
�− gets converted 755

into the stable ROS H2O2 by SOD. For O2
�− occurring in the intermembrane space, it might first 756

need to pass through the outer mitochondrial membrane. This would probably be possible because 757

the outer membrane contains pores with a diameter of 1.2nm [162]. O2
�− could then be converted 758

to H2O2 by the cytosolic SOD, SOD1. For O2
�− directed to the matrix, O2

�− will be converted 759

to H2O2 by the matrix resident SOD, SOD2. In the matrix, peroxidases may reduce some of the 760

H2O2 to H2O. H2O2 is largely membrane permeable and should over the course of perhaps a few 761

seconds be capable of migrating to the nucleus [35, 36]. The Fenton reaction then produces the 762

highly reactive HO� from H2O2. 763

The Fenton reaction involves the oxidation of Fe2+. In humans, genome wide association studies 764

have found the heme metabolism pathway is related to lifespan, and that serum iron has been 765

found to correlate negatively with lifespan [163]. Generally speaking, mild iron deficiency and iron 766

chelators have been found to increase lifespan in various species, while excess iron has been found 767

to promote aging [164]. This is understandable if increased iron leads to increases in the production 768

of HO�. 769

Interestingly, the Fenton reaction is known to be greatly enhanced in the presence of the DNA se- 770

quences AGGG and GGGG [165]. AGGG forms part of the telomeric repeat for many multicellular 771

organisms, with TTAGGG being the sequence for vertebrates [166]. 772

Telomeric damage 773

As further shown in Figure 3, HO� is capable of producing a range of DNA damage, including 774

frequently converting guanine, G, into 8-oxoguanine (8-oxo-G) [167]. 8-oxo-G is detected and 775

removed by the base excision repair (BER) machinery. In BER, 8-oxoguanine glycosylase (OGG1) 776

removes 8-oxo-G and creates a single strand break (SSB) in the DNA backbone, which is normally 777

immediately filled with the correct base and ligated [168]. In telomeres the SSB repair steps appear 778
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Figure 3: Pathway of senescence. Proposed molecular pathway leading from mitochondrial super-
oxide production to senescence in vertebrates and possibly other species. The lower portion of the
figure showing the activation of the senescent phenotype is both simplified and not fully understood.
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impaired [169]. This may be due to the action of telomeric repeat-binding factor 2 (TRF2) which 779

associates with the telomeres [170]. Thus HO� is capable of producing longer lasting SSBs. 780

Unrepaired telomeric SSBs will lead to telomere shortening when the cell next divides [171]. In 781

non-proliferating cells, two unrepaired SSBs within approximately 1 or 2 turns of the DNA double 782

helix (10 to 20 base pairs) located on opposing strands are likely to lead to a double strand break 783

(DSB) [172, 173], creating telomere shortening. 784

Telomere shortening will also occur if the cell is dividing in the absence of telomerase. This is due 785

to the end replication problem. The DNA replication machinery is unable to replicate the last few 786

bases of a linear chromosome. 787

The DNA damage response (DDR) might view chromosome ends as DSBs and attempt to randomly 788

repair them by joining chromosomes together [174]. TRF2 binds to telomeres and usually prevents 789

the induction of the DDR at chromosome ends [174]. If telomeres shorten sufficiently they become 790

uncapped, adopting a linear conformation, in which the remaining TRF2 appears sufficient to 791

prevent end joining, but insufficient to prevent DDR signaling by ataxia telangiectasia mutated 792

(ATM) [175], leading to persistent ATM DDR signaling by the telomere. 793

The occurrence of multiple persistent DDR signals from multiple telomeres is sufficient to induce 794

cellular senescence [176]. 795

Support for persistent ATM DDR signaling by telomeres as the indicator of age for the cell is 796

provided by a number of observations. Telomeric damage irreparably appears to be evolutionarily 797

conserved; it occurs in both yeasts and humans [177, 178]. Live-cell imaging experiments show 798

all persistent DNA damage foci to be associated with telomeres [179]. There is an age-dependent 799

increase in the number of telomere-associated foci that occurs irrespective of telomere length [179]. 800

Shortened telomeres are associated with aging, as well as mortality risk [113]. Telomere lengths 801

of mammalian species correlate inversely with their lifespans [180]. Intracellular H2O2 levels are 802

known to accelerate telomere shortening [181]. Extracellular SOD, SOD3, is known to reduce the 803

rate of telomere shortening [182]. And all eukaryotes appear to have linear chromosomes with 804

telomeres rather than circular chromosomes or circular genomes like bacteria and archaea. 805

ATM 806

The DSB DDR in the form of persistently phosphorylated ATM appears to be at the hub of the 807

senescent phenotype. Activated ATM appears to be responsible for cell cycle arrest, the expression 808

of a number of genes associated with senescence, and the SASP. 809

Arguing for the model of activated ATM as the cause of senescence, elevated levels of activated ATM 810

have been found with age in naturally aged and acceleratedly aged mice. and reducing ATM activity 811

has been found to reduce senescence [183]. Similarly inhibition of ATM has been found to ameliorate 812

senescence [184]. In this latter result, ATM was hypothesized to phosphorylate a component of an 813

ATPase responsible for acidification of the lysosome leading to lysosomal dysfunction. Seemingly 814

contradicting these findings, decreased ATM levels along with reduced p53 activity have been 815

found in older mice [185]. Similarly, declining levels of ATM have been reported with replicative 816

passage, knocking down ATM has been reported to accelerate senescence, and activation of ATM 817
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has been reported as being capable of clearing replicative senescence [186]. Part of the reason for 818

the seeming discrepancy in these results may be due to the difference between ATM expression 819

levels and phosphorylated and activated ATM, and the study of replicatively induced as opposed 820

to DNA-damage-induced or stress-induced senescence. 821

p53, p16, p21, and cell cycle arrest 822

As shown in the lower left part of Figure 3, activated ATM is able to phosphorylate and stabilize 823

p53, a key regulator of cell fate [187]. 824

Activated ATM is also able to phosphorylate and activate Smurf2 [188]. Smurf2 is a ubiquitin 825

ligase, and its targets include the transcriptional repressors inhibitor of DNA binding 1 (Id1) and 826

Yin Yang 1 (YY1) [189, 190]. Id1 and YY1 repress the transcription of cyclin-dependent kinase 827

inhibitor p16 [191]. The pathway from ATM’s activation to activation of p16 doesn’t appear to be 828

well studied, and it is possible other pathways exist different from this one. 829

Supporting a role for p16, p16 increases with age, and has even been proposed as a biomarker of 830

aging [192, 193]. p16 expression is also significantly elevated in senescent cells [194]. 831

p16 binds specifically to cyclin dependent kinases (CDKs) 4 and 6 preventing them from phos- 832

phorylating retinoblastoma protein (Rb) [191]. In its phosphorylated form Rb would have changed 833

conformational form releasing bound E2F transcription factors [191]. The E2F transcription factors 834

are responsible for the transcription of the genes necessary for the G1 to S phase transition, or in 835

the event of prolonged E2F expression, apoptosis [191, 191]. 836

Both the p16 protein and the p14ARF protein are encoded by the CDNK2A locus, but use different 837

open reading frames [195]. This is highly unusual, but is consistent with the duality hypothesis. 838

Instead of the aging-related function and the life-enhancing function being two different parts of the 839

one protein, they may be two separate proteins coded for by a common stretch of DNA. Whereas 840

p16 appears to lead to cell cycle arrest and senescence, p14ARF appears to block the degradation 841

of p53, and the buildup of p53 is known to result in cell cycle arrest or apoptosis [196]. The 842

mouse equivalent of p14ARF is p19ARF. Having two separate proteins would make the therapeutic 843

inhibition of p16 much simpler than that of most other aging-related genes. Unfortunately, p16 844

blocks cell cycle progression rather than say production of the SASP, and so p19ARF positive p16 845

knockout mice are tumor prone [197]. 846

In addition, YY1 acts as a negative regulator of p53 [198]. 847

p53 positively regulates transcription of the cyclin-dependent kinase inhibitor p21 [199]. p21 binds 848

to and non-specifically blocks the activity of CDKs again preventing the G1 to S phase transition 849

[200]. 850

Thus, activated ATM is able to arrest the cell cycle through multiple means. 851
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p38 and senescence-associated gene expression 852

As shown in the lower central part of Figure 3, in addition to arresting the cell cycle, ATM is 853

also capable of phosphorylating and activating thousand and one amino acid (TAO) kinases [201]. 854

TAO kinases are MAPK kinase kinases (MAP3K), which activate MAPK kinases (MAP2K) ki- 855

nases, which activate p38 MAPK [202]. Activated p38 is known to both mediate apoptosis and 856

in specific circumstances cell survival [203]. Activated p38 is also known to cause overexpression 857

of transforming growth factor-β1 (TGF-β1) [204]. Osteonectin, apolipoprotein J, and fibronectin 858

are commonly overexpressed in senescence [205]. TGF-β1 appears to cause an increased expression 859

of mRNA for these three genes, as well for its own receptor [206]. This increased expression is 860

eliminated by antibody neutralization of TGF-β1 or its receptor. Thus activated ATM may be 861

capable of producing part of the phenotype associated with senescence. 862

NF-κB, and the SASP 863

Finally, as shown in the lower rightmost part of Figure 3, the transcription factor nuclear factor 864

kappa-light-chain-enhancer of activated B cells (NF-κB) is capable of being activated through 865

several mechanisms. NF-κB appears responsible for part of the SASP [207]. 866

The first mechanism of activating NF-κB is by cytosolic ATM activating IκB kinase (IKK), which 867

then phosphorylates IκB leading to IκB degradation via the ubiquitin-proteasome pathway, freeing 868

NF-κB from its association with IκB, and allowing NF-κB to enter the nucleus [183]. 869

A second mechanism of NF-κB activation is through the activity of p38 [208]. 870

Taken together these pathways show a route leading from mitochondrial ROS production to cellular 871

senescence. This provides evidence for the claim that mitochondria ROS enforce mortality, and in 872

so doing improve the ability of the species to adapt. 873

Molecular pathways of EMT in vertebrates 874

A proposed molecular pathway leading from the SASP and cytosolic H2O2 to EMT is shown in 875

Figure 4 and expanded upon below. The figure is a gross simplification of reality. In particular 876

only the effects of a single inflammatory SASP component (IL-6) and a single anti-inflammatory 877

SASP component (TGF-β) are shown. 878

IL-6 and STAT3 related pathways 879

Cytosolic H2O2 regulates the transcription factor signal transducer and activator of transcription 880

3 (STAT3) which will dimerize and translocate to the nucleus where it can bind DNA. H2O2 does 881

this through at least two pathways. PTPs are protein-tyrosine phosphatases. H2O2 oxidizes the 882

catalytic cysteine residue of SH2 domain-containing PTPs (SHPs) inactivating them [209]. Were 883

they not deactivated SHP-1 would dephosphorylate STAT3 inactivating it [210]. Second, H2O2 884

oxidizes peroxiredoxin 2 (Prx2), which goes on to cause disulfide-linked STAT3 oligomers, reducing 885
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their transcriptional activity [211, 212]. These two pathways conflict. One increases STAT3 activity, 886

another reduces it. This conflict is known [213], and is to be expected. Aging-related pathways 887

are likely to be opposed by other genes. The question is which is the aging-related pathway, and 888

which is the evolutionary response. On the basis that activated STAT3 promotes EMT [214, 215], 889

the activation of STAT3 by H2O2 is viewed as the aging-related pathway. This conclusion is by 890

no means definitive. It is adopted only because it fits with the broader framework of ROS being 891

harmful to the organism. 892

Twist1 is a transcription factor known to promote EMT [216]. Twist1 expression is induced by 893

STAT3 [217]. 894

Snail1 is a transcriptional repressor. Snail1 expression is activated by STAT3 [218]. 895

Snail1 combines with cofactors Smad3 and Smad4 to form the Snail1-Smad3/4 complex which 896

represses the expression of E-cadherin [219]. E-cadherin is a key protein for cell-cell adhesion, and 897

its downregulation is a key step in EMT [219]. 898

In addition to promoting EMT, STAT3 simultaneously suppresses apoptosis by promoting expres- 899

sion of the anti-apoptotic myeloid cell leukemia 1 (MCL1) and B-cell lymphoma-extra large (Bcl-xL) 900

[220, 221]. 901

STAT3 can also be activated by exogenous IL-6. IL-6 is a key component of the SASP. IL-6 can 902

combine with soluble IL-6 receptor (sIL-6R) and bind to glycoprotein 130 (gp130) which is present 903

on many cell types [222]. Gp130 activates the Janus kinase (JAK) - STAT3 pathway [223]. 904

ILK and Akt related pathways 905

Akt, aka protein kinase B (PKB), is a kinase that promotes cellular survival. Akt phosphorylates, 906

and thereby deactivates, Bcl-2 associated agonist of cell death (BAD) thereby inhibiting apoptosis 907

[224]. 908

Akt also activates the mechanistic target of rapamycin complex 1 (mTORC1) pathway [225]. STAT3 909

can be phosphorylated at Ser727 by a number of kinases, including mTORC1, thereby enhancing 910

STAT3’s activity [226]. 911

Thus IL-6 or Akt activation makes the cell more likely to invoke EMT [227, 228]. 912

One way in which Akt may be activated is by the integrin-linked kinase (ILK). ILK is activated by 913

the presence of a stiff extracellular environment [229]. Activated ILK phosphorylates and activates 914

Akt [230]. Thus the presence of a stiff extracellular environment will tend to promote EMT, and 915

its absence will tend to promote apoptosis. 916

EMT as a result of ILK signaling is known to occur in cancer metastasis [231]. 917
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Regulation of Akt signaling by PTEN and PI3K 918

Phosphatase and tensin homolog (PTEN) catalyzes the conversion of phosphatidylinositol (3,4,5)- 919

trisphosphate (PIP3 to phosphatidylinositol (3,4)-bisphosphate (PIP2) [232]. Since PIP3 activates 920

Akt [232], PTEN upregulation inhibits Akt. 921

PTEN is vulnerable to oxidation by H2O2, inactivating it, and agonizing Akt [233]. This represents 922

a second mechanism whereby H2O2 may activate STAT3. 923

Phosphoinositide 3-kinases (PI3Ks) catalyze the reverse reaction from that of PTEN, converting 924

PIP2 to PIP3 [234]. As a result PI3K upregulation activates Akt. 925

One means of activating PI3K is through insulin-like growth factor 1 receptor (IGF-1R) signaling. 926

Activated IGF-1R recruits insulin receptor substrate (IRS) proteins [235]. This leads to PI3K 927

activation, and Akt upregulation [235]. 928

The binding of the extracellular hormone insulin-like growth factor 1 (IGF-1) to IGF-1R activates 929

IGF-1R, and thus upregulates Akt. Since Akt activates STAT3, this suggests IGF-1 is likely to be 930

pro-EMT and anti-apoptotic. This appears to be the case. IGF-1 is known to promote the EMT 931

of cancer cells [236, 237, 238], although this effect is by no means universal [239]. Similarly, IGF-1 932

is known to be anti-apoptotic [240, 241]. 933

The hunger hormone ghrelin stimulates the production of growth hormone (GH) [242], which stim- 934

ulates the production of IGF-1 [243]. Ghrelin has been associated with cancer cell proliferation, 935

however the literature on the topic has been described as containing inconsistencies [244]. Ghre- 936

lin ablation has shown that ghrelin acts to inhibit thymic EMT, although the mechanism doesn’t 937

appear to be understood [245]. This ability of ghrelin to inhibit EMT is despite the fact that GH 938

appears to promote EMT [246]. 939

TGF-β and Smad related pathways 940

Transforming growth factor-β (TGF-β) is an early stage SASP component [145]. The binding of 941

TGF-β to TGF-β receptors (TGF-βR) causes the phosphorylation of Smad3 which then complexes 942

with Smad4 and promotes apoptosis [247]. This apoptosis may be the result of Smad3 inducing the 943

expression of the dual specificity protein phosphatase 4 (DUSP4), which leads to the accumulation 944

of the pro-apoptotic Bcl-2 interacting mediator of cell death (BIM) [248]. 945

As previously mentioned, Snail1 can combine with Smad3 and Smad4 inhibiting the expression of 946

E-cadherin and other genes, and promote EMT. 947

Interactions between TGF-β/Smad3 and Akt are complex, and highly dependent on the cellular 948

environment and state: 949

� Akt enhances Smad3 activity by phosphorylating it in mesangial cells, by activating ubiquitin 950

specific protease 4 (USP4) which contributes to the deubiquitination and stabilization of TGF- 951

βR in breast cancer cells promoting EMT, and by inhibiting the Smad3 polyubiquitination 952

promoting glycogen synthase kinase-3β (GSK-3β) [249]. 953
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� Akt inhibits Smad3 [250, 251, 252, 253]. Inhibition of Akt by Smad3 is known to occur 954

through Akt binding and sequestering Smad3 in the cytosol in hepatocytes [249]. 955

� TGF-β enhances Akt [254]. TGF-β stimulation results in the phosphorylation of Akt at 956

Ser473 in a Smad independent fashion activating Akt in keratinocytes and mammary epithelial 957

cells, and by causing the expression of microRNAs that activate PI3K in hepatoma cells 958

leading to enhanced EMT [249]. 959

� Smad3 inhibits Akt [255]. 960

Only the two interactions that appear relevant to the determination of cell fate, that is the induction 961

of EMT, are shown in Figure 2. 962

D: Other approaches to aging 963

This appendix reviews other approaches to aging, and shows that they can largely be aligned with 964

the molecular pathway proposed for aging in vertebrates. Multiple mechanisms for some of these 965

other approaches have been suggested. In reviewing these other approaches proposed mechanisms 966

that align with the mechanisms proposed in this manuscript are examined. 967

Senotherapeutics 968

Senolytic and senomorphic compounds are widely viewed as having much promise as lifespan ex- 969

tending agents [51]. 970

Interfering with the SASP component interleukin-6 (IL-6) appears highly promising; IL-6 antibody 971

has been shown to extend the median lifespan of regulatory T cell deficient mice from around 20 972

to 50 days [256]. 973

Pharmacological inhibition of the EMT promoting SASP component tumor necrosis factor (TNF) 974

[257] extends lifespan in aging mice [258]. TNF antibodies have also been shown to reverse thymic 975

involution brought about by a TNF transgene [259]. 976

The promise of senotherapeutics is consistent with the pathways of aging explored here. 977

Thymic transplantation 978

Transplantation of thymic tissue from young rats to the ocular anterior chamber of aged rats has 979

been shown to increase lifespan by 20-25% [260]. In addition, grafting a newborn thymus under the 980

kidney capsule along with bone marrow transplantation modulates diabetes in a type 2 diabetes 981

mouse model [261]. 982

The effects of thymic transplantation are consistent with thymic involution being a key mechanism 983

of aging. 984

33



Thymic regeneration 985

The treatment of humans with recombinant human growth hormone (rhGH) assists in thymic 986

regeneration [262]. A 1 year course of treatment of rhGH along with dehydroepiandrosterone 987

(DHEA) and metformin produced a 1.5 year reduction in apparent epigenetic age at the end of 988

treatment [262]. 989

Thymic regeneration is consistent with thymic involution being a key mechanism of aging. 990

Pineal gland transplantation and melatonin 991

The pineal gland in the brain secretes melatonin into the circulatory system [263]. Melatonin is able 992

to pass through biological membranes [264]. Melatonin can function as an intracellular antioxidant 993

[265]. Circulating melatonin is also able to bind melatonin receptors on the surface of some cell 994

types, while intracellular melatonin is able to bind nuclear melatonin receptors [266]. The thymus 995

contains melatonin receptors [266]. Melatonin promotes the expression of various intracellular 996

antioxidants [267]. 997

Like the thymus, the pineal gland involutes with age [268], and circulating melatonin levels decrease 998

with age [263]. The nighttime administration of melatonin in pineal melatonin producing mice 999

strains (such as C3H/He and CBA/Ms [269]) may possibly extend lifespan [270, 271]. However these 1000

results are overshadowed by confusion stemming from the fact that many other lab mouse strains 1001

(including C57BL/6, BALB/c, DBA/2, NZB, and Swiss) appear unable to synthesize melatonin 1002

[269, 272, 273]. Pinealectomy is known to lead to rapid involution of the thymus in rats, and this 1003

involution can be prevented by the administration of melatonin [274]. 1004

The lifespan altering effects of pinealectomy are consistent with the mechanism of thymic involution 1005

in aging. And the lifetime extending effects of melatonin in melatonin producing mouse strains are 1006

consistent with melatonin antagonizing thymic involution. 1007

Aerobic exercise and hypoxia 1008

Aerobic exercise prolongs healthspan and lifespan [275, 276]. 1009

Aerobic exercise will likely result in cells in the body being in a state of relative hypoxia. The 1010

shortage of oxygen would cause a decline in the production of ATP, which would lead to a com- 1011

pensating increase in mitochondrial biogenesis. Subsequent to the aerobic exercise, the resulting 1012

increase in mitochondrial content will reduce the flow of electrons through each individual electron 1013

transport chain complex and thereby reduce the production of ROS [277]. Consistent with this 1014

hypoxia is known to cause increased mitochondrial biogenesis [278, 279], and to extend lifespan 1015

[280]. Confirming this, aerobic exercise is known to increase mitochondrial biogenesis [281], and 1016

reduce the production of ROS [276]. 1017

The beneficial effects of aerobic exercise are consistent with mitochondrial ROS causing aging. 1018
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Preventing stem cell exhaustion 1019

Loss of stem cells represents one proposed cause of aging [282]. The proposed mechanism involves 1020

the production of ROS by stem cells causing DNA damage and telomere shortening [282]. In 1021

addition, the loss of the stem cell niche provided by progenitor cells is also proposed to lead to 1022

stem cell exhaustion, once again as a result of ROS causing DNA damage and telomere shortening 1023

[282]. This all aligns with the pathways proposed here. 1024

The SASP has complex effects on stem cells. It can both cause differentiation promotion and 1025

differentiation inhibition, depending on the type of stem cell and the SASP factors involved [283]. 1026

Whether the SASP can also cause stem cell apoptosis, and thus lead to stem cell exhaustion doesn’t 1027

appear to have been determined. 1028

It is worth pointing out that stem cells usually express telomerase [102]. This casts some doubt on 1029

telomere shortening in stem cells as a cause of stem cell exhaustion. It also means interventions 1030

intended to extend lifespan are unlikely to fail due to the shortening of stem cell telomeres causing 1031

stem cell senescence. 1032

There are some uncertainties, but the possibility of stem cell exhaustion would be consistent with 1033

the ROS – telomeric damage pathway. 1034

Down-regulation of the IGF-1 signaling pathway 1035

Insulin signals to the organism the availability of glucose energy that should be taken up by cells. 1036

Insulin-like growth factor 1 (IGF-1) stimulates cell growth, proliferation, and survival [284]. The 1037

down-regulation of the insulin/IGF-1 signaling pathway has been proposed as an anti-aging inter- 1038

vention [285]. 1039

Adaptability of the species will be maximized if organism lifespans are kept short. If the lifespan 1040

is too short however there will be insufficient time for reproduction to occur. If the organismal 1041

environment has little energy, it will take longer for the organism to grow and reproduce, and 1042

it might be expected that there would be a more permissive mandate regarding the maximum 1043

lifespan of the organism. Alternatively, the organism could grow to a smaller size, but a smaller 1044

size increases the risks of predation. If the organism is tricked into believing it is in a low energy 1045

environment, it might be expected to exhibit an increased maximum lifespan. As discussed below, 1046

this appears to be the case: down-regulation of insulin/IGF-1 signaling increases lifespan. 1047

Caenorhabditis elegans has a single insulin/IGF-1 receptor gene, daf-2. daf-2 mutants show in- 1048

creased lifespan [286]. daf-2 mutants exhibit a change in gene expression compared to the wild-type 1049

that is mediated by several transcription factors. This includes daf-16 up-regulation, a forkhead sub- 1050

class O (FOXO) transcription factor [285]. In Drosophila melanogaster inhibition of insulin/IGF-1 1051

signaling or increasing FOXO increases lifespan [285]. In mice there is a negative correlation be- 1052

tween IGF-1 levels and lifespan [285]. Finally, small dogs have a mutation that decreases IGF-1 1053

levels and live longer [285]. 1054

Consistent with the evolutionary theory, in an environment of food abundance and scarcity, the 1055

long lived C. elegans mutants are outcompeted by the shorter lived wild type [287]. 1056
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Table 3: Relative catalase mRNA levels of daf-2 mutants. N-fold change in catalase mRNA of C.
elegans daf-2 mutants versus control. a - mapping locus includes both ctl-1 and ctl-2.

Experiment type Experiment id. ctl-1 ctl-3

microchip NCBI GEO DataSets GSE106672 [290] 2.4 2.5
RNA-Seq NCBI GEO DataSets GSE111338 1.5a 2.8
RNA-Seq NCBI GEO DataSets GSE70117 [291] at 15�C 1.5 1.8
RNA-Seq NCBI GEO DataSets GSE70117 [291] at 25�C 2.9 2.6
RNA-Seq NCBI GEO DataSets GSE67975 [292] 1.6 4.2

A possible mechanism by which daf-2 mutants extend lifespan might be through a reduction in 1057

the level of H2O2. This reduction might occur through the up-regulation of H2O2 reducing genes. 1058

Unlike humans, which possess a single catalase that is located in the peroxisome, C. elegans contains 1059

3 catalase genes. ctl-1 is widely considered to be cytosolic [288], although WormBase WS286 lists 1060

its putative location as peroxisomal and mitochondrial [289]. ctl-2 is peroxisomal [288]. ctl-3’s 1061

location is uncharacterized [288], but predicted to be peroxisomal and mitochondrial in WormBase 1062

WS286. Mitochondrial and cytosolic catalases in particular can be expected to reduce cytosolic 1063

H2O2 levels and reduce telomeric damage. Up-regulation of these catalases in daf-2 mutants has 1064

been confirmed by examining the results from a few gene expression experiments as shown in Table 1065

3. 1066

Seemingly antagonizing these findings, IGF-1 is known to enhance thymopoiesis, primarily through 1067

thymic epithelial cell expansion [293]. 1068

Growth hormone (GH) stimulates the production of IGF-1. GH and IGF-1 overexpression correlates 1069

with increased body mass in mice, while GH receptor or IGF-1 deletion reduces body mass in mice 1070

[294]. Ames dwarf mice are GH deficient and have a smaller body mass and longer lifespan than 1071

normal mice [295]. Treatment of Ames dwarf mice with GH during early life increases body mass 1072

and reduces their lifespan [295], 1073

Ames dwarf mice have increased levels of hepatic antioxidants, while mice which overexpress GH 1074

have reduced levels of hepatic catalase and shortened lifespans [296]. Regular mice hepatocytes 1075

treated with growth hormone show a reduced level of catalase activity and other antioxidants [296]. 1076

Besides increased antioxidant activity, a second possible explanation for the benefits of down- 1077

regulating the GH/IGF-1 axis comes from the possibility of IGF-1 promoting EMT. This was 1078

illustrated in Figure 4. In support of this, an Ecuadorian population with growth hormone receptor 1079

deficiency, or Laron syndrome, showed a remarkable reduction in the incidence of cancer [297]. 1080

Note that the short run and long run effects of GH/IGF-1 appear to oppose each other. In the 1081

short run GH/IGF-1 boosts thymic function [298], which increases organismal survival. In the long 1082

run it may promote EMT, which decreases organismal survival. 1083

It seems plausible that repression of the insulin/IGF-1 axis mechanistically extends lifespan by 1084

increasing antioxidant levels and thus inhibiting mitochondrial ROS production and/or reducing 1085
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EMT. However, interfering with the insulin/IGF-1 axis may only be productive in organisms that 1086

have more food security or experience less predation than existed in the evolutionary environment. 1087

Weight reduction and caloric restriction 1088

Body mass, and in particular adipose tissue mass, appears to be a risk factor for the development 1089

of age-related diseases [299]. Seemingly related to this, caloric restriction is capable of extending 1090

an organism’s lifespan [300]. Similarly, GLP-1 receptor agonists promote satiety, reducing food 1091

intake, which reduces ROS, reducing cellular senescence and aging-related diseases, and increasing 1092

lifespan [301, 302]. 1093

Evolutionarily, this may be explained by the same means as down-regulation of the IGF-1 pathway. 1094

An organism that appears to be in a low energy environment should be given longer to carry out 1095

its biological program. 1096

Mechanistically, the result may be direct. Fewer calories consumed, means less energy burned, 1097

means less ROS produced. Furthermore, caloric restriction stimulates ghrelin [303], which may act 1098

to inhibit EMT [245]. The inhibition of EMT is predicted to inhibit thymic involution and cancer, 1099

thus extending lifespan. Consistent with this obesity appears to accelerate thymic involution [304]. 1100

Conversely, caloric restriction results in a reduction in age-related thymic involution [305]. 1101

The effects of weight and caloric restriction are consistent with the pathways proposed here. 1102

Down-regulation of mTOR 1103

The mammalian target of rapamycin (mTOR) kinase is an energy and nutrient sensor that stimu- 1104

lates growth and blocks autophagy when nutrients are plentiful [285]. 1105

The mTOR pathway has invoked considerable interest as a possible aging mechanism [306]. Inhi- 1106

bition of mTOR has been shown to significantly extend lifespan in a number of species [307]. 1107

As previously mentioned, mTOR complex 1 (mTORC1) is one of a number of kinases that can 1108

phosphorylate STAT3, enhancing its activity, and STAT3 promotes EMT. 1109

Inhibition of mTOR down-regulates the production of multiple protein synthesis components, in- 1110

cluding ribosomes, initiation factors, and elongation factors [308]. Thus inhibition of mTOR will 1111

reduce the energy needs of the cell. Reducing the energy needs of the cell should reduce the 1112

amount of oxidative phosphorylation performed by the mitochondria, and hence reduce the pro- 1113

duction of ROS. In addition it has been shown that the inhibition of mTOR increases the translation 1114

of mitochondrial encoded oxidative phosphorylation subunits, which likely leads to few electrons 1115

transiting a given electron transport chain, an oxidized chain, reduced ROS production, and less 1116

ROS-mediated cellular damage [307]. 1117

Lifespan extension by mTOR inhibition might be linked to mTOR’s role in promoting STAT3 and 1118

thus EMT, or due to mTOR inhibition functioning as a mitochondrial ROS inhibitor. 1119
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Up-regulation of AMPK 1120

Overexpression of the AMP-activated protein kinase (AMPK) activator aak-2 in C. elegans has 1121

been shown to extend lifespan [309]. 1122

AMPK is activated when the AMP to ATP ratio rises [310]. Amongst other things activated AMPK 1123

inhibits mTOR and promotes mitochondrial biogenesis [311, 312]. This mitochondrial biogenesis 1124

includes production of mitochondrially encoded proteins [313]. 1125

Both the inhibition of mTOR and increased mitochondrial biogenesis without a concomitant in- 1126

crease in the energy demands of the cell, might be expected to reduce ROS, and by the mechanisms 1127

proposed here extend lifespan. 1128

Up-regulation of sirtuins 1129

Sirtuins are a family of NAD+ dependent deacetylases and ADP-ribosyltransferases [314]. Over- 1130

expression of the sirtuins SIRT1 and SIRT6 has been demonstrated to extend lifespan in various 1131

species [314]. 1132

Mice, unlike humans, express telomerase in somatic cells [315]. In mice SIRT1 expression corre- 1133

lates with telomere length and reduces age-related telomere shortening [316]. In humans a single 1134

nucleotide polymorphism in SIRT1 correlates with telomere length and longevity [317]. 1135

SIRT1 also deacetylases the autoimmune regulator (AIRE) leading to AIRE’s activation in thymic 1136

mTECs and thus contributing to T cell development [318]. 1137

SIRT6 deacetylates histone H3K9 promoting telomere stability by enabling telomere association 1138

with Werner syndrome ATP-dependent helicase (WRN) [319]. Mutations in WRN result in Werner 1139

syndrome, a disease exhibiting premature aging [320]. SIRT6 knockout mice exhibit hypersensitivity 1140

to H2O2 [321]. SIRT6 is also believed to play a role in stimulating DSB repair, with more effective 1141

SIRT6 activity correlating with longer lifespan [322]. Finally, SIRT6 deficiency is associated with 1142

increased NF-κB signaling [323]. 1143

In addition, it has been shown that the TEC specific knockout of SIRT6 drastically reduces the 1144

size of the thymic mTEC compartment [324]. 1145

In summary, SIRT1 and SIRT6 may extend lifespan by affecting telomere length, assisting in 1146

telomere damage repair processes, and/or possibly contributing to thymic mTEC function and 1147

development. 1148

Antioxidants 1149

As discussed in the body of this manuscript, antioxidants are frequently associated with increased 1150

lifespan. Furthermore, as explored in Appendix E, those cases where antioxidants don’t extend 1151

lifespan appear understandable given the framework that has been developed. 1152
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The effects of antioxidants on lifespan are thus compatible with the mechanisms of aging proposed 1153

here, 1154

Manipulation of redox pathways 1155

Mitochondrial thioredoxin reductase (TrxR) levels are elevated in long lived species of primates, 1156

rodents, and birds [325]. Disruption of Trx or TrxR shortens lifespan, increased Trx or TrxR 1157

expression can extend it, and allelic variation in cytosolic TrxR has been associated with longevity 1158

in humans [326]. 1159

NADPH reduces TrxR, which then reduces Trx. The existence of reduced Trx is key to the reduction 1160

of peroxiredoxin (Prx), which enables Prx to reduce H2O2 to water. 1161

Trx can also be reduced by glutaredoxins, which are reduced by the oxidation of reduced glutathione 1162

(GSH) [326]. GSH is generated by glutathione reductase (GR), which is reduced by NADPH. 1163

Accordingly, acceleratedly aged mice and naturally aged mice and humans show decreasing levels 1164

of the antioxidants GSH and GR with age [327]. 1165

Thus by reducing H2O2 increases in redox reduction pathways may extend lifespan. 1166

Klotho 1167

The mutation of α-klotho produces an aging phenotype and shortens lifespan [328]. α-klotho 1168

overexpression reduces aging and extends lifespan [328]. 1169

α-klotho has multiple effects. One way in which α-klotho may exert its effect is through an an- 1170

tagonistic relationship with insulin/IGF-1 signaling. Overexpression of α-klotho has been shown 1171

to inhibit the insulin/IGF-1 pathways [329]. And in the reverse direction, insulin/IGF-1 signaling 1172

has been shown to down-regulate α-klotho expression [330]. Thus, irrespective of whether α-klotho 1173

regulates or is a consequence of the insulin/IGF-1 signaling pathway, α-klotho levels negatively 1174

correlate with insulin/IGF-1 signaling. Down-regulation of insulin/IGF-1 signaling has previously 1175

been identified as extending lifespan. 1176

Another possible way in which α-klotho may exert its effect is through phosphorylation of FOXO 1177

3 (FOXO3) [331]. This prevents FOXO3 from entering the nucleus where it functions as a tran- 1178

scription factor [331]. In the nucleus FOXO3 would have up-regulated the expression of the SOD 1179

2 (SOD2) gene, whose protein product is found in the mitochondrial matrix [332]. SOD2 con- 1180

verts matrix O2
�− that was leaked by the electron transport chain into H2O2. H2O2 is partially 1181

membrane permeable, and so can migrate out of the mitochondrion. Thus α-klotho expression will 1182

reduce SOD2 and the cytoplasmic H2O2 concentration. 1183

Thus α-klotho may extend lifespan by down-regulating insulin/IGF-1 signaling, or through reducing 1184

intracellular H2O2 levels, both of which are consistent with the mechanisms proposed here. 1185
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Modulation of germline signaling 1186

The removal of the germ cells in C. elegans significantly increases lifespan [285]. Castration of 1187

young males is also believed to extend the lifespan of many animals [333]. Countervailing this, the 1188

removal of the ovaries is correlated with increased all cause mortality in women [334]. 1189

In the case of C. elegans, germline loss appears to result in a burst of ROS in somatic tissues in 1190

early adulthood [335]. In response to this burst in ROS mitochondrial biogenesis is increased [335]. 1191

It is possible, but by no means certain, that this increase in mitochondrial content could lead to 1192

reduced ROS production over the long term, and increased lifespan. 1193

Castration of cattle, rats, guinea-pigs, and rabbits causes persistent growth and retarded atrophy 1194

of the thymus [336, 337]. Consequently the effects of castration on lifespan are likely the result of 1195

improved thymic function. 1196

Women undergo a gradual loss of germ cells as they age. The depletion of germ cells typically 1197

occurs earlier than death, and might represent a mechanism to ensure that resources are directed 1198

to viable offspring. For women, the presence of germ cells might thus cause the nuclear genes of 1199

the organism to seek to resist the aging process. 1200

The lifespan extending effects of the modulation of germline signaling largely agree with the mech- 1201

anisms of aging developed here. 1202

Enhanced autophagy 1203

Elevated levels of autophagy occur in common with multiple lifespan extending interventions: re- 1204

duced insulin/IGF-1 signaling, reduced mTOR signaling, germline removal, caloric restriction, and 1205

reduced mitochondrial respiration [338]. As such, autophagy is hypothesized as a common mecha- 1206

nism of aging, and interventions to enhance autophagy are hypothesized to extend lifespan [338]. 1207

Mechanisms have been proposed here whereby each of these interventions may extend lifespan 1208

without having to invoke autophagy as an explanation. These proposed mechanisms might suggest 1209

that the link between autophagy and lifespan may be more correlative than causative. 1210

Autophagy related 5 (ATG5) is a key gene of autophagy. The overexpression of ATG5 in mice 1211

enhances autophagy and extends lifespan [339]. ATG5 transgenic mice had the same food intake 1212

per body weight, but weighed slightly less, and so had less food intake overall [339]. 1213

The effect of autophagy could thus be correlative, or it could be to reduce the energy needs of the 1214

organism, thereby extending lifespan in a manner similar to caloric restriction. 1215

Parabiosis 1216

Continuous blood exchange between an older and a younger animal, heterochronic parabiosis, 1217

increases the lifespan of the older animal [340], and reduces the lifespan of the younger animal 1218

[341]. mRNA levels of the senescence markers p16 and p21 and SASP genes are reduced in the 1219

older animal as a result of heterochronic parabiosis [342]. 1220
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A possible mechanism for heterochronic parabiosis is through the modulation of one or more en- 1221

docrine factors making up the SASP. Both the SASP factors IL-6 and TNF appear capable of 1222

exerting endocrine effects [343, 344]. 1223

Metformin 1224

Metformin is the first line drug for the treatment of type 2 diabetes [345]. Metformin is also 1225

associated with a 30-50% reduction in the risk of cancer among type 2 diabetes patients [346]. 1226

Metformin extends lifespan in Caenorhabditis elegans and in some strains of Mus musculus, but 1227

not in Drosophila melanogaster [347]. Metformin is proposed to be tested as a drug to increase 1228

healthy human lifespan in the TAME trial [348]. 1229

The precise mechanism by which metformin exerts its lifespan extending effects has not been fully 1230

elucidated. 1231

One of several possibilities by which metformin exerts its lifespan extending effects is it reduces 1232

cytosolic ROS concentrations. Metformin has been shown to inhibit complex I of the electron 1233

transport chain [349, 350]. A reduction in complex I activity should result in a reduction in the 1234

activity of subsequent electron transport chain units, and a reduction in cytosolic ROS. A related 1235

mechanism of action for metformin is through the activation of AMPK which is also hypothesized 1236

here to reduce ROS [351]. 1237

A second possibility is that metformin may scavenge HO� [352]. 1238

A third possibility is that metformin increases the production of SOD2 [353]. The herbicide 1239

paraquat is an inducer of O2
�−. Metformin reduces the effect of paraquat induced ROS and 1240

associated nuclear DNA damage, but not H2O2 induced nuclear DNA damage [354]. This adds 1241

weight to the third possible explanation. 1242

A fourth possible mechanism of action is through the inhibition of thymic involution via metformin’s 1243

effect on TECs [355]. 1244

All of these pathways are consistent with the mechanisms of aging proposed here. 1245

Epigenetic reprogramming 1246

The loss of epigenetic information such as DNA and histone methylation and histone acetylation 1247

patterns has been proposed to occur as a part of the aging process [356]. As such, epigenetic 1248

reprogramming may be able to treat certain age-related diseases. 1249

It is possible to construct a pathway from mitochondrial ROS production to the loss of epigenetic 1250

information via the displacement of SIRT1, which plays a role in the histone deacetylation that 1251

maintains epigenetic silencing, and is also involved in DSB repair [357]. ROS are assumed to create 1252

DSBs and the recruitment of SIRT1 to this damage may prevent it from playing its role in epigenetic 1253

silencing. However these arguments are currently only speculative. 1254

An alternative explanation for the correlation between epigenetic changes and age-related diseases 1255
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is that the SASP affects methylation. The SASP component IL-6 has been reported to reduce the 1256

level of DNA two DNA methylating enzymes, DMNT1 and DNMT3B [358]. While in ulcerative 1257

colitis, IL-6 has been reported to alter the expression of DMNT1 [359]. IL-6 has also been reported 1258

to alter methylation patterns in cancer cells [360, 361], and in B cells from patients with lupus 1259

[362]. Consequently, aging is associated with changes in methylation. 1260

DNA methylation patterns have been used to construct epigenetic clocks for measuring effective 1261

age [363]. One plausible explanation for why these clocks appear to work is if the SASP affects 1262

methylation. In this regard, a DNA methylation machine learning model has been successfully 1263

constructed based on fluctuating IL-6 levels [364]. 1264

Age-related changes in methylation are consistent with the evolutionary conflict theory of aging. 1265

However this doesn’t imply that artificial changes to methylation can be expected to affect aging. 1266

On the other hand, it also doesn’t eliminate reprogramming of cells from the arsenal of tools that 1267

might be available to fight aging. 1268

E: Challenges for the theory 1269

At first glance the findings that follow may seem challenging for the evolutionary conflict theory of 1270

aging to explain. Careful consideration however shows they do not oppose the theory. 1271

mtDNA mutator mice 1272

Seemingly opposing the perspective that ROS cause the cell to age, mice with an error-prone version 1273

of the mtDNA polymerase γ displayed an aged phenotype without an increase of ROS in embryonic 1274

fibroblast cells [365]. It is as if the mtDNA mutations alone are directly responsible for the aged 1275

phenotype, but the natural mtDNA mutation rate appears far too small to have a significant effect 1276

[366]. Looking at various tissues it was subsequently shown that mutator mice do show slightly 1277

elevated H2O2 as they age [367]. It was also shown that age-dependent cardiomyopathy in mutator 1278

mice could be attenuated by mitochondrially targeted catalase [368]. The evidence from mutator 1279

mice is sufficient to cast serious doubt on the theory that ROS induces more ROS damage creating 1280

a vicious cycle, but still leaves open a role for ROS as a residual signaling-like mechanism in aging. 1281

Antioxidants 1282

It has been reported that overexpression of SOD, catalase, and their combination do not extend 1283

lifespan in mice [369]. This is understandable. SOD levels might already be high enough that 1284

nearly all O2
�− gets converted into H2O2. Catalase is peroxisomally targeted, and thus catalase 1285

will have little effect on cytosolic H2O2 levels. 1286

It has also been reported that supplementation with either of the antioxidants vitamin C or vitamin 1287

E reduced lifespan in the short-tailed field vole, Microtus agrestis [370]. Vitamins C and E are 1288

known to scavenge free radicals, not break down H2O2. A lack of effect is thus understandable if 1289

nearly all of the O2
�− gets converted into H2O2 prior to vitamin C or E having an impact. The 1290
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negative effect could be a result of the experimental design, in which the control population was 1291

given a small amount of both vitamin C and E, while the test population received a large amount of 1292

vitamin C or E, but none of the other compound. Alternatively, and more speculatively, exogenously 1293

supplied antioxidants might reduce the organisms production of endogenous antioxidants. 1294

Mitochondrial-targeted catalase 1295

It has been reported that, despite increasing lifespan, a mitochondrial-targeted catalase gene does 1296

not inhibit aging-related cellular senescence [371]. Since catalase breaks down H2O2, this would 1297

represent a challenge to the role of H2O2 in the mechanisms of the theory. This conclusion was 1298

reached on the basis of two sets of experiments. 1299

In the first set of experiments, the presence of a mitochondrial-targeted catalase gene was found 1300

to have no effect on the emergence of senescence in human fibroblasts. To promote senescence the 1301

fibroblasts were either exposed to ionizing radiation, or ethidium bromide was used to eliminate 1302

mtDNA. The rationale for this being these were two interventions known to both increase mitochon- 1303

drial ROS levels and produce senescence. Mitochondrial H2O2 is theorized to lead to senescence, so 1304

a mitochondrial catalase gene should reduce this effect. However, in the case of ionizing radiation it 1305

seems likely that this directly causes DNA damage, including telomeric DNA damage, which causes 1306

senescence, eventually leading to increased ROS production. ROS may be a consequence rather 1307

than the cause of senescence, and so catalase might be expected to have no effect on senescence. 1308

Similarly, it is far from certain that the only relevant effect of eliminating mtDNA is to increase 1309

mitochondrial ROS production, which then promotes senescence. It will also affect the ADP/ATP 1310

and NAD+/NADH ratios both of which are likely to have profound effects on cellular functioning 1311

[372]. 1312

In the second set of experiments, gonadal adipose tissue from aged mice with a mitochondrial- 1313

targeted catalase transgene was shown to exhibit the same senescence markers and have similar 1314

SASP factor expression levels as aged mice without the transgene. If the transgene is expressed and 1315

active in gonadal adipose tissue mitochondria at sufficient levels, this would represent a challenge 1316

to the theory. However, this remains to be established. Expression levels of the transgene differ 1317

widely by tissue type and transgene founding organism, presumably reflecting the site of integration 1318

[373][Figure S1]. Expression levels for gonadal adipose tissue have not been established. Similarly, 1319

aggregate catalase activity potential varies widely between different tissue types in the presence 1320

of the transgene; no change for liver and kidney, but a greater than 5-fold increase for heart and 1321

muscle [374]. Consequently, one possible explanation of the observed results is that the transgene 1322

is only weakly expressed in gonadal adipose tissue. A second possible explanation of the results is 1323

that the observed senescence of gonadal adipose tissue is the result of bystander senescence [50]. 1324

Lack of DNA damage by mitochondrial hydrogen peroxide 1325

It has been reported that mitochondrially produced H2O2 does not directly cause nuclear DNA 1326

damage, including via the Fenton reaction [375]. This was determined by artificially generating 10- 1327

100 times the normal amount of H2O2 in the mitochondria, and failing to observe a DNA damage 1328

response. However, this experiment was only performed for 48 hours in human cell lines. This 1329
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experiment would have provided the equivalent of 20-200 days of normal mitochondrial respiration. 1330

The mechanisms of aging are not expected to operate over such a short time frame in humans. 1331
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[8] André CR Martins. Change and aging senescence as an adaptation. PLOS One, 6(9):e24328, 1361

2011. 1362

[9] Theodore C Goldsmith. Aging, evolvability, and the individual benefit requirement; medical 1363

implications of aging theory controversies. Journal of Theoretical Biology, 252(4):764–768, 1364

2008. 1365

[10] Paul D Sniegowski and Helen A Murphy. Evolvability. Current Biology, 16(19):R831–R834, 1366

2006. 1367

[11] Rachael L Brown. What evolvability really is. The British Journal for the Philosophy of 1368

Science, 2014. 1369

[12] Axel Kowald and Thomas BL Kirkwood. Can aging be programmed? A critical literature 1370

review. Aging Cell, 15(6):986–998, 2016. 1371

[13] Rampal S Etienne, Hélène Morlon, and Amaury Lambert. Estimating the duration of speci- 1372

ation from phylogenies. Evolution, 68(8):2430–2440, 2014. 1373

[14] Todd Grantham. Is macroevolution more than successive rounds of microevolution? Palaeon- 1374

tology, 50(1):75–85, 2007. 1375

[15] Julius Nielsen, Rasmus B Hedeholm, Jan Heinemeier, Peter G Bushnell, Jørgen S Chris- 1376

tiansen, Jesper Olsen, Christopher Bronk Ramsey, Richard W Brill, Malene Simon, Kirs- 1377

tine F Steffensen, and John F Steffensen. Eye lens radiocarbon reveals centuries of longevity 1378

in the Greenland shark (Somniosus microcephalus). Science, 353(6300):702–704, 2016. 1379

45



[16] Julius Nielsen, Rasmus B Hedeholm, Malene Simon, and John F Steffensen. Distribution 1380

and feeding ecology of the Greenland shark (Somniosus microcephalus) in Greenland waters. 1381

Polar Biology, 37:37–46, 2014. 1382

[17] Eric Ste-Marie, Yuuki Y Watanabe, Jayson M Semmens, Marianne Marcoux, and Nigel E 1383

Hussey. Life in the slow lane: field metabolic rate and prey consumption rate of the Greenland 1384

shark (Somniosus microcephalus) modelled using archival biologgers. Journal of Experimental 1385

Biology, 225(7):jeb242994, 2022. 1386

[18] Eric Ste-Marie, Yuuki Y Watanabe, Jayson M Semmens, Marianne Marcoux, and Nigel E 1387

Hussey. A first look at the metabolic rate of Greenland sharks (Somniosus microcephalus) in 1388

the Canadian Arctic. Scientific reports, 10(1):19297, 2020. 1389

[19] Rochelle Buffenstein, Vincent Amoroso, Blazej Andziak, Stanislav Avdieiev, Jorge Azpurua, 1390

Alison J Barker, Nigel C Bennett, Miguel A Brieño-Enŕıquez, Gary N Bronner, Clive Coen, 1391
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Sarah E White, Noreen Currier, Anna M Lang, Afam Okoye, Byung Park, Louis J Picker, 1501

Charles D Surh, and Janko Nikolich-Zugich. Lymph nodes as barriers to T-cell rejuvenation 1502

in aging mice and nonhuman primates. Aging Cell, 18(1):e12865, 2019. 1503

[62] Vivekananda Budamagunta, Thomas C Foster, and Daohong Zhou. Cellular senescence in 1504

lymphoid organs and immunosenescence. Aging (Albany NY), 13(15):19920, 2021. 1505

[63] Raghu Kalluri and Robert A Weinberg. The basics of epithelial-mesenchymal transition. The 1506

Journal of Clinical Investigation, 119(6):1420–1428, 2009. 1507

[64] Jing Yang, Parker Antin, Geert Berx, Cédric Blanpain, Thomas Brabletz, Marianne Bron- 1508

ner, Kyra Campbell, Amparo Cano, Jordi Casanova, Gerhard Christofori, Shoukat Dedhar, 1509

Rik Derynck, Heide L Ford, et al. Guidelines and definitions for research on epithelial– 1510

mesenchymal transition. Nature Reviews Molecular Cell Biology, 21(6):341–352, 2020. 1511

[65] Guya D Marconi, Luigia Fonticoli, Thangavelu Soundara Rajan, Sante D Pierdomenico, Ori- 1512

ana Trubiani, Jacopo Pizzicannella, and Francesca Diomede. Epithelial-mesenchymal transi- 1513

tion (EMT): the type-2 EMT in wound healing, tissue regeneration and organ fibrosis. Cells, 1514

10(7):1587, 2021. 1515

[66] Rosemarie M Carew, Bo Wang, and Phillip Kantharidis. The role of EMT in renal fibrosis. 1516

Cell and Tissue Research, 347(1):103–116, 2012. 1517

[67] Jiali Yang, Juan Liu, Jiayu Liang, Fan Li, Wenwen Wang, Huan Chen, and Xiang Xie. 1518

Epithelial-mesenchymal transition in age-associated thymic involution: mechanisms and ther- 1519

apeutic implications. Ageing Research Reviews, page 102115, 2023. 1520

[68] Remi-Martin Laberge, Pierre Awad, Judith Campisi, and Pierre-Yves Desprez. Epithelial- 1521

mesenchymal transition induced by senescent fibroblasts. Cancer Microenvironment, 5:39–44, 1522

2012. 1523

[69] Andrea Abaurrea, Angela M Araujo, and Maria M Caffarel. The role of the il-6 cytokine 1524

family in epithelial–mesenchymal plasticity in cancer progression. International Journal of 1525

Molecular Sciences, 22(15):8334, 2021. 1526

[70] Marjon A Smit and Daniel S Peeper. Epithelial-mesenchymal transition and senescence: two 1527

cancer-related processes are crossing paths. Aging (Albany NY), 2(10):735, 2010. 1528

[71] Adi Sagiv, Dominick GA Burton, Zhana Moshayev, Ezra Vadai, Felix Wensveen, Shifra 1529

Ben-Dor, Ofra Golani, Bojan Polic, and Valery Krizhanovsky. NKG2D ligands mediate 1530

immunosurveillance of senescent cells. Aging (Albany NY), 8(2):328, 2016. 1531

[72] Branca I Pereira, Oliver P Devine, Milica Vukmanovic-Stejic, Emma S Chambers, Priya 1532

Subramanian, Neil Patel, Alex Virasami, Neil J Sebire, Veronica Kinsler, Alexis Valdovinos, 1533

Claude Jourdan LeSaux, João F Passos, Antony Antoniou, et al. Senescent cells evade immune 1534

clearance via HLA-E-mediated NK and CD8+ T cell inhibition. Nature Communications, 1535

10(1):2387, 2019. 1536

49



[73] Ines Marin, Olga Boix, Andrea Garcia-Garijo, Isabelle Sirois, Adrià Caballe, Eduardo 1537
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Teresa I Fortoul. The effect of atmospheric pollution on the thymus. In Thymus. IntechOpen, 1693

2019. 1694

53



[129] Tetsuro Araki, Mizuki Nishino, Wei Gao, Josée Dupuis, Gary M Hunninghake, Takamichi 1695

Murakami, George R Washko, George T O’Connor, and Hiroto Hatabu. Normal thymus 1696

in adults: appearance on CT and associations with age, sex, BMI and smoking. European 1697

Radiology, 26:15–24, 2016. 1698

[130] Michael Lynch, Farhan Ali, Tongtong Lin, Yaohai Wang, Jiahao Ni, and Hongan Long. 1699

The divergence of mutation rates and spectra across the Tree of Life. EMBO reports, 1700

24(10):e57561, 2023. 1701

[131] Motoo Kimura. On the probability of fixation of mutant genes in a population. Genetics, 1702

47(6):713, 1962. 1703

[132] Michael M Desai and Daniel S Fisher. Beneficial mutation–selection balance and the effect 1704

of linkage on positive selection. Genetics, 176(3):1759–1798, 2007. 1705

[133] Julie C Wang and Martin Bennett. Aging and atherosclerosis: mechanisms, functional conse- 1706

quences, and potential therapeutics for cellular senescence. Circulation Research, 111(2):245– 1707

259, 2012. 1708

[134] Xianliang Dai, Danfeng Zhang, Chaoqun Wang, Zonggui Wu, and Chun Liang. The pivotal 1709

role of thymus in atherosclerosis mediated by immune and inflammatory response. Interna- 1710

tional Journal of Medical Sciences, 15(13):1555, 2018. 1711

[135] Sarah Heerboth, Genevieve Housman, Meghan Leary, Mckenna Longacre, Shannon Byler, 1712

Karolina Lapinska, Amber Willbanks, and Sibaji Sarkar. EMT and tumor metastasis. Clinical 1713

and Translational Medicine, 4:1–13, 2015. 1714

[136] Lena Lau and Gregory David. Pro-and anti-tumorigenic functions of the senescence-associated 1715

secretory phenotype. Expert Opinion on Therapeutic Targets, 23(12):1041–1051, 2019. 1716

[137] Eleni Georgakopoulou, Konstantinos Evangelou, and Vassilis G Gorgoulis. Premalignant 1717

lesions and cellular senescence. In Cellular Senescence in Disease, pages 29–60. Elsevier, 1718

2022. 1719

[138] Xianliang Dai, Li Hua, Hui Chen, Qiheng Li, Wansheng Chen, and Chun Liang. What’s the 1720

role of thymus in diabetes mellitus? International Immunopharmacology, 116:109765, 2023. 1721

[139] Sun-Jae Lee, Kyung-Hyun Kim, and Kwan-Kyu Park. Mechanisms of fibrogenesis in liver 1722

cirrhosis: the molecular aspects of epithelial-mesenchymal transition. World Journal of Hep- 1723

atology, 6(4):207, 2014. 1724

[140] Ana S Cruz-Solbes and Keith Youker. Epithelial to mesenchymal transition (EMT) and 1725

endothelial to mesenchymal transition (EndMT): role and implications in kidney fibrosis. 1726

Kidney development and disease, pages 345–372, 2017. 1727

[141] Weijia Cheng, Xiao Li, Dongling Liu, Chaochu Cui, and Xianwei Wang. Endothelial-to- 1728

mesenchymal transition: role in cardiac fibrosis. Journal of Cardiovascular Pharmacology 1729

and Therapeutics, 26(1):3–11, 2021. 1730

[142] Daisuke Iizuka, Megumi Sasatani, Mary Helen Barcellos-Hoff, and Kenji Kamiya. Hydrogen 1731

peroxide enhances tgfβ-mediated epithelial-to-mesenchymal transition in human mammary 1732

epithelial mcf-10a cells. Anticancer Research, 37(3):987–995, 2017. 1733

54



[143] Myung-Chul Kim, Feng-Ji Cui, and Yongbaek Kim. Hydrogen peroxide promotes epithelial to 1734

mesenchymal transition and stemness in human malignant mesothelioma cells. Asian Pacific 1735

Journal of Cancer Prevention, 14(6):3625–3630, 2013. 1736

[144] Wei Li, Lei Cao, Liang Han, Qinhong Xu, and Qingyong Ma. Superoxide dismutase pro- 1737

motes the epithelial-mesenchymal transition of pancreatic cancer cells via activation of the 1738

H2O2/ERK/NF-κB axis. International Journal of Oncology, 46(6):2613–2620, 2015. 1739

[145] Yoko Ito, Matthew Hoare, and Masashi Narita. Spatial and temporal control of senescence. 1740

Trends in Cell Biology, 27(11):820–832, 2017. 1741

[146] Jinmei Xiang, Chunyun Wan, Rui Guo, and Dingzong Guo. Is hydrogen peroxide a suitable 1742

apoptosis inducer for all cell types? BioMed Research International, 2016, 2016. 1743

[147] Natalia A Belikova, Yury A Vladimirov, Anatoly N Osipov, Alexandr A Kapralov, Vladimir A 1744

Tyurin, Maksim V Potapovich, Liana V Basova, Jim Peterson, Igor V Kurnikov, and Vale- 1745

rian E Kagan. Peroxidase activity and structural transitions of cytochrome c bound to 1746

cardiolipin-containing membranes. Biochemistry, 45(15):4998–5009, 2006. 1747

[148] Giuseppe Petrosillo, Giacoma Casanova, Mariagiuseppa Matera, Francesca Maria Ruggiero, 1748

and Giuseppe Paradies. Interaction of peroxidized cardiolipin with rat-heart mitochondrial 1749

membranes: induction of permeability transition and cytochrome c release. FEBS Letters, 1750

580(27):6311–6316, 2006. 1751

[149] Kambiz N Alavian, Gisela Beutner, Emma Lazrove, Silvio Sacchetti, Han-A Park, Pawel 1752

Licznerski, Hongmei Li, Panah Nabili, Kathryn Hockensmith, Morven Graham, George A 1753

Porter Jr, and Elizabeth A Jonas. An uncoupling channel within the c-subunit ring of the 1754

F1FO ATP synthase is the mitochondrial permeability transition pore. Proceedings of the 1755

National Academy of Sciences, 111(29):10580–10585, 2014. 1756

[150] Alicia J Kowaltowski, Roger F Castilho, and Anibal E Vercesi. Opening of the mitochondrial 1757

permeability transition pore by uncoupling or inorganic phosphate in the presence of Ca2+ 1758

is dependent on mitochondrial-generated reactive oxygen species. FEBS Letters, 378(2):150– 1759

152, 1996. 1760

[151] Martin Ott, John D Robertson, Vladimir Gogvadze, Boris Zhivotovsky, and Sten Orrenius. 1761

Cytochrome c release from mitochondria proceeds by a two-step process. Proceedings of the 1762

National Academy of Sciences, 99(3):1259–1263, 2002. 1763

[152] Liangkun You, Zhanggui Wang, Hongsen Li, Jiawei Shou, Zhao Jing, Jiansheng Xie, Xin- 1764

bing Sui, Hongming Pan, and Weidong Han. The role of STAT3 in autophagy. Autophagy, 1765

11(5):729–739, 2015. 1766

[153] Georgina N Masoud and Wei Li. HIF-1α pathway: role, regulation and intervention for cancer 1767

therapy. Acta Pharmaceutica Sinica B, 5(5):378–389, 2015. 1768

[154] A Ahluwalia and A S Tarnawski. Critical role of hypoxia sensor-HIF-1α in VEGF gene acti- 1769

vation. Implications for angiogenesis and tissue injury healing. Current Medicinal Chemistry, 1770

19(1):90–97, 2012. 1771

[155] SJ Kierans and CT Taylor. Regulation of glycolysis by the hypoxia-inducible factor (HIF): 1772

implications for cellular physiology. The Journal of Physiology, 599(1):23–37, 2021. 1773

55



[156] Isabel Diebold, Andreas Petry, John Hess, and Agnes Görlach. The NADPH oxidase subunit 1774

NOX4 is a new target gene of the hypoxia-inducible factor-1. Molecular Biology of the Cell, 1775

21(12):2087–2096, 2010. 1776

[157] Yukio Nisimoto, Becky A Diebold, Daniela Cosentino-Gomes, and J David Lambeth. Nox4: 1777

a hydrogen peroxide-generating oxygen sensor. Biochemistry, 53(31):5111–5120, 2014. 1778

[158] Maria V Liberti and Jason W Locasale. The Warburg effect: how does it benefit cancer cells? 1779

Trends in Biochemical Sciences, 41(3):211–218, 2016. 1780

[159] Patrick H Maxwell, Christopher W Pugh, and Peter J Ratcliffe. Activation of the HIF 1781

pathway in cancer. Current Opinion in Genetics & Development, 11(3):293–299, 2001. 1782

[160] Ildiko Szanto. NADPH Oxidase 4 (NOX4) in cancer: linking redox signals to oncogenic 1783

metabolic adaptation. International Journal of Molecular Sciences, 23(5):2702, 2022. 1784
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[175] David Van Ly, Ronnie Ren Jie Low, Sonja Frölich, Tara K Bartolec, Georgia R Kafer, Hilda A 1824

Pickett, Katharina Gaus, and Anthony J Cesare. Telomere loop dynamics in chromosome 1825

end protection. Molecular Cell, 71(4):510–525, 2018. 1826

[176] Zeenia Kaul, Anthony J Cesare, Lily I Huschtscha, Axel A Neumann, and Roger R Reddel. 1827

Five dysfunctional telomeres predict onset of senescence in human cells. EMBO Reports, 1828

13(1):52–59, 2012. 1829

[177] Marzia Fumagalli, Francesca Rossiello, Michela Clerici, Sara Barozzi, Davide Cittaro, Jes- 1830

sica M Kaplunov, Gabriele Bucci, Miryana Dobreva, Valentina Matti, Christian M Beause- 1831

jour, Utz Herbig, Maria Pia Longhese, and Fabrizio d’Adda di Fagagna. Telomeric DNA 1832

damage is irreparable and causes persistent DNA-damage-response activation. Nature Cell 1833

Biology, 14(4):355–365, 2012. 1834

[178] Francesca Rossiello, Utz Herbig, Maria Pia Longhese, Marzia Fumagalli, and Fabrizio d’Adda 1835

di Fagagna. Irreparable telomeric DNA damage and persistent DDR signalling as a shared 1836

causative mechanism of cellular senescence and ageing. Current Opinion in Genetics & De- 1837

velopment, 26:89–95, 2014. 1838

[179] Graeme Hewitt, Diana Jurk, Francisco DM Marques, Clara Correia-Melo, Timothy Hardy, 1839

Agata Gackowska, Rhys Anderson, Morgan Taschuk, Jelena Mann, and João F Passos. Telom- 1840

eres are favoured targets of a persistent DNA damage response in ageing and stress-induced 1841

senescence. Nature Communications, 3(1):1–9, 2012. 1842

[180] Nuno MV Gomes, Oliver A Ryder, Marlys L Houck, Suellen J Charter, William Walker, 1843

Nicholas R Forsyth, Steven N Austad, Chris Venditti, Mark Pagel, Jerry W Shay, and 1844

Woodring E Wright. Comparative biology of mammalian telomeres: hypotheses on ancestral 1845

states and the roles of telomeres in longevity determination. Aging Cell, 10(5):761–768, 2011. 1846

[181] Toyoki Maeda, Jing-Zhi Guan, Masamichi Koyanagi, and Naoki Makino. Telomerase activity 1847

and telomere length distribution in vascular endothelial cells in a short-term culture under 1848

the presence of hydrogen peroxide. Geriatrics & Gerontology International, 13(3):774–782, 1849

2013. 1850

[182] Violeta Serra, Thomas Von Zglinicki, Mario Lorenz, and Gabriele Saretzki. Extracellular su- 1851

peroxide dismutase is a major antioxidant in human fibroblasts and slows telomere shortening. 1852

Journal of Biological Chemistry, 278(9):6824–6830, 2003. 1853

57



[183] Jing Zhao, Lei Zhang, Aiping Lu, Yingchao Han, Debora Colangelo, Christina Bukata, Alex 1854

Scibetta, Matthew J Yousefzadeh, Xuesen Li, Aditi U Gurkar, Sara J McGowan, Luise An- 1855

gelini, Ryan O’Kelly, et al. ATM is a key driver of NF-κB-dependent DNA-damage-induced 1856

senescence, stem cell dysfunction and aging. Aging (Albany NY), 12(6):4688, 2020. 1857

[184] Myeong Uk Kuk, Jae Won Kim, Young-Sam Lee, Kyung A Cho, Joon Tae Park, and 1858

Sang Chul Park. Alleviation of senescence via ATM inhibition in accelerated aging mod- 1859

els. Molecules and Cells, 42(3):210, 2019. 1860

[185] Zhaohui Feng, Wenwei Hu, Angelika K Teresky, Eva Hernando, Carlos Cordon-Cardo, and 1861

Arnold J Levine. Declining p53 function in the aging process: a possible mechanism for 1862

the increased tumor incidence in older populations. Proceedings of the National Academy of 1863

Sciences, 104(42):16633–16638, 2007. 1864

[186] Minxian Qian, Zuojun Liu, Linyuan Peng, Xiaolong Tang, Fanbiao Meng, Ying Ao, Mingyan 1865

Zhou, Ming Wang, Xinyue Cao, Baoming Qin, Zimei Wang, Zhongjun Zhou, Guangming 1866

Wang, et al. Boosting ATM activity alleviates aging and extends lifespan in a mouse model 1867

of progeria. eLife, 7:e34836, 2018. 1868

[187] S Banin, L Moyal, S-Y Shieh, Y Taya, CW Anderson, Luciana Chessa, NI Smorodinsky, 1869

C Prives, Y Reiss, Y Shiloh, and Y Ziv. Enhanced phosphorylation of p53 by ATM in 1870

response to DNA damage. Science, 281(5383):1674–1677, 1998. 1871

[188] Liu-Ya Tang, Adam Thomas, Ming Zhou, and Ying E Zhang. Phosphorylation of SMURF2 1872

by ATM exerts a negative feedback control of DNA damage response. Journal of Biological 1873

Chemistry, 295(52):18485–18493, 2020. 1874

[189] Yahui Kong, Hang Cui, and Hong Zhang. Smurf2-mediated ubiquitination and degradation 1875

of Id1 regulates p16 expression during senescence. Aging Cell, 10(6):1038–1046, 2011. 1876

[190] Hyung Min Jeong, Sung Ho Lee, Jinah Yum, Chang-Yeol Yeo, and Kwang Youl Lee. Smurf2 1877

regulates the degradation of YY1. Biochimica et Biophysica Acta (BBA)-Molecular Cell 1878

Research, 1843(9):2005–2011, 2014. 1879

[191] Hani Rayess, Marilene B Wang, and Eri S Srivatsan. Cellular senescence and tumor suppressor 1880

gene p16. International Journal of Cancer, 130(8):1715–1725, 2012. 1881

[192] Janakiraman Krishnamurthy, Chad Torrice, Matthew R Ramsey, Grigoriy I Kovalev, Khalid 1882

Al-Regaiey, Lishan Su, and Norman E Sharpless. Ink4a/Arf expression is a biomarker of 1883

aging. The Journal of Clinical Investigation, 114(9):1299–1307, 2004. 1884

[193] Hyman B Muss, Andrew Smitherman, William A Wood, Kirsten Nyrop, Sascha Tuchman, 1885

Paramjeet K Randhawa, Amy R Entwistle, Natalia Mitin, and Shlomit S Shachar. p16 1886

a biomarker of aging and tolerance for cancer therapy. Translational Cancer Research, 1887

9(9):5732, 2020. 1888

[194] Hasan Safwan-Zaiter, Nicole Wagner, and Kay-Dietrich Wagner. P16INK4A—More than a 1889

senescence marker. Life, 12(9):1332, 2022. 1890

[195] Dawn E Ouelle, Frédérique Zindy, Richard A Ashmun, and Charles J Sherr. Alternative 1891

reading frames of the INK4a tumor suppressor gene encode two unrelated proteins capable 1892

of inducing cell cycle arrest. Cell, 83(6):993–1000, 1995. 1893

58



[196] Anshu Agrawal, Jianhui Yang, Richard F Murphy, and Devendra K Agrawal. Regulation of 1894

the p14ARF-Mdm2-p53 pathway: an overview in breast cancer. Experimental and Molecular 1895

Pathology, 81(2):115–122, 2006. 1896

[197] Norman E Sharpless, Matthew R Ramsey, Periasamy Balasubramanian, Diego H Castrillon, 1897

and Ronald A DePinho. The differential impact of p16INK4a or p19ARF deficiency on cell 1898

growth and tumorigenesis. Oncogene, 23(2):379–385, 2004. 1899

[198] Guangchao Sui, El Bachir Affar, Yujiang Shi, Chrystelle Brignone, Nathan R Wall, Peng Yin, 1900

Mary Donohoe, Margaret P Luke, Dominica Calvo, Steven R Grossman, and Yang Shi. Yin 1901

Yang 1 is a negative regulator of p53. Cell, 117(7):859–872, 2004. 1902

[199] Razmik Mirzayans, Bonnie Andrais, April Scott, and David Murray. New insights into p53 1903

signaling and cancer cell response to DNA damage: implications for cancer therapy. Journal 1904

of Biomedicine and Biotechnology, 2012, 2012. 1905

[200] Gretchen H Stein, Linda F Drullinger, Alexandre Soulard, and Vjekoslav Dulić. Differential 1906
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