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Abstract  35 

 36 

Despite growing awareness of the importance of researcher diversity, barriers to inclusion 37 

and equity persist in science and at academic conferences. As hosts of the 37th International 38 

Ethological Congress, “Behaviour 2023”, we studied equity, diversity and inclusivity (EDI) 39 

issues using observational and experimental behavioural data collected during question and 40 

answer (Q&A) sessions in addition to surveys conducted before and after the congress. 41 

Perceived women asked fewer questions than perceived men because they raised their hands 42 

less often to ask questions, and not because they were chosen less often by the session host. 43 

Self-reports indicated that women felt more comfortable asking questions when their own 44 

gender was represented (in the audience, by the speaker, and/or by the host) and when the 45 

setting was smaller. However, this pattern was not reflected in the observational data as 46 

perceived women asked fewer questions regardless of the situation. We report potential 47 

reasons why women asked fewer questions using survey data, and experimentally tested 48 

whether we could reduce gender disparity in question-asking. Our results indicate that 49 

session hosts cannot mitigate the gender disparity in question-asking by actively selecting 50 

women to start the Q&A session. We addressed further inclusivity barriers of 51 

underrepresented minorities beyond gender in a post-congress survey, which showed that 52 

underrepresented minorities did not have a more positive or negative congress experience 53 

but did perceive EDI issues as more severe. We conclude by providing recommendations for 54 

organising more inclusive scientific events, such as (i) ensuring that people who are less likely 55 

to ask questions do not miss out on academic opportunities, (ii) organising topic-, language-, 56 

and/or career-stage specific discussions and (iii) utilising technology to make presenting and 57 

listening smooth for everyone. 58 

 59 

 60 

  61 
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Introduction 62 

 63 

Diversity within the scientific community is essential for advancing science because it 64 

facilitates the inclusion of a wide range of perspectives and contributions. There is growing 65 

evidence that increased gender and/or ethnic diversity can benefit science as a whole (1) by 66 

increasing productivity (2,3) , delivering higher quality science (4), and producing papers with 67 

higher scientific impact (5). Despite these known advantages of researcher diversity in 68 

academia, the persistent lack of underrepresented minorities (groups of people whose 69 

representation in academia is lower compared to their representation in the general 70 

population) and ongoing inequities remain ubiquitous, including in the biological sciences (6–71 

10). 72 

 73 

Unwelcoming, unsupportive and/or hostile working environments for certain groups of 74 

people, known as “chilly climates”, and systemic biases can impede equity, reduce diversity 75 

and hinder inclusion in academia. Such groups of people include women, ethnic minorities, 76 

LGBTQ+ (lesbian, gay, bisexual, transsexual, queer) researchers, and people with a disability. 77 

Chilly climates can manifest in the form of discrimination (active or passive), harassment, 78 

microaggression and professional devaluation based on sexism (11–13), racism (14–16), 79 

queerphobia (17,18) and ableism (19–21), amongst others. These factors can prevent certain 80 

groups from entering, progressing or staying in academia (22–24), ultimately leading to the 81 

underrepresentation of these groups over time and to a reduction in researcher diversity. In 82 

recent years, solutions to address this “leaky pipeline” affecting the underrepresentation of 83 

senior women (25–27) and senior scientists from other underrepresented minorities (28–30) 84 

have been discussed. Additionally, several initiatives and guidelines have been formed to 85 

promote inclusive academic environments more broadly (e.g. 9,31–34). 86 

 87 

Systemic biases or prejudices arise due to academic cultures or built-in systems (e.g. 88 

institutional policies) that disadvantage certain groups of scientists. Some groups might have 89 
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different needs to ensure a healthy work-life balance (e.g. due to caretaking duties; 35,36), get 90 

access to mental health services (e.g. due to being more vulnerable to experiencing mental 91 

health issues which is the case for LGBTQ+ scientists (17)), or receive adequate mentorship 92 

(e.g. due to cultural differences (37)). These aspects are essential to progress and excel, yet the 93 

focus is often put on distributing resources equally rather than equitably (38,39). Moreover, 94 

systemic bias can lead to some groups experiencing feelings of exclusion, which can ultimately 95 

reduce academic performance (40,41). For example, financial constraints disproportionately 96 

restrict exposure to the field of ecology among ethnic minorities and groups with low socio-97 

economic status, reducing the number of role models and decreasing the sense of belonging 98 

for these groups (29). Additionally, physical and social inaccessibility on campuses (42) and 99 

physical limitations during fieldwork (43) can contribute to the exclusion of researchers with 100 

a disability. Policies and practises subject to systemic bias need to be reformed to ensure an 101 

academic environment that accommodates all social identities, as they perpetuate unfairness 102 

and hinder the inclusivity of marginalised individuals. To effectively improve these policies 103 

and practices, we require a better understanding of existing barriers to inclusion and equity, 104 

for example by encouraging dialogue and observing what barriers unfold in natural settings. 105 

 106 

Barriers to inclusion and equity also unfold at academic conferences. Conferences are crucial 107 

events for networking and gaining exposure as they provide a space to connect with 108 

researchers with similar interests, promote one’s own work (44) and collect information on 109 

jobs and funding opportunities, which are particularly important for early-career researchers 110 

(45). However, certain groups of people can face barriers to invitation, participation or 111 

recognition at scientific conferences. For example, women and ethnic minorities are 112 

underrepresented as invited speakers (46,47) and on average, women receive a lower turnout 113 

at talks than men (48,49). High registration fees and travel expenses also create obstacles for 114 

researchers from low-income countries, generating economic disparities. Additionally, factors 115 

such as a lack of proper accessibility to and within the conference venue, limited childcare 116 

options for caretakers, and the need for English proficiency can represent major barriers to 117 

ensuring an inclusive scientific conference. 118 
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Studies on equity, diversity and inclusivity (EDI) issues at conferences have increased in 119 

number over the last decade and awareness of common issues is growing, yet knowledge 120 

gaps persist. International conferences provide an excellent opportunity to understand EDI 121 

issues, as a diverse group of people comes together with regard to their educational 122 

background, (work) culture, and career stage, therefore not biasing observations towards a 123 

specific institute only. One frequently studied issue is the gender disparity in question-asking 124 

probability after oral presentations. Evidence from within and outside of the biological 125 

sciences show that women tend to ask fewer questions at Q&A sessions than their male peers 126 

(49–54), possibly due to a mix of factors like “not working up the nerve” or men asking the 127 

first question which has consequences for the rest of the session (50). However, the causes and 128 

consequences of this disparity remain unknown. Do women ask fewer questions due to lack 129 

of self-esteem, discouragement due to chilly climates, or direct discrimination against women 130 

that might hinder their active participation? And although session hosts are increasingly 131 

instructed to choose young researchers or women to ask questions, to what extent does this 132 

encourage these groups to ask more questions? In addition to gender disparities in question-133 

asking behaviour, the exact barriers that certain social identities face must be identified, 134 

together with the more specific barriers that form when multiple identities intersect (e.g. 135 

barriers that are specific to women of colour or LGBTQ+ people with a disability). Barriers 136 

can arise from discrimination, prejudice and/or a tendency to dismiss specific contributions, 137 

which all play a role in forming a “chilly conference climate”, negatively impacting the 138 

experience of those affected. It is therefore crucial to improve our current understanding of 139 

contemporary EDI-related issues that occur at scientific conferences to be able to organise 140 

more inclusive events. 141 

 142 

To address the knowledge gaps highlighted above, we conducted a comprehensive study 143 

during the 37th International Ethological Congress, 'Behaviour 2023', hosted at Bielefeld 144 

University, Germany. This congress focussed on animal behaviour and was attended by 145 

delegates from a range of backgrounds including ethology, behavioural genetics and 146 

anthropology. We used a combination of observational and experimental data collected from 147 

https://www.uni-bielefeld.de/fakultaeten/biologie/forschung/veranstaltungen/behaviour2023//
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three different sources: (i) congress registration (quantitative self-reports regarding attendees' 148 

social identities; 727 responses), (ii) Q&A sessions (quantitative observational data regarding 149 

gender disparities in question-asking probability; 1278 questions asked in 67 sessions), and 150 

(iii) a post-congress survey (quantitative self-reports regarding congress experiences and 151 

perceptions of EDI issues as well as qualitative feedback; 391 responses). We experimentally 152 

tested whether session hosts can increase the probability that women ask questions by 153 

instructing them to either direct the first question after a talk to a male or female participant. 154 

Combining qualitative and quantitative (observational and experimental) data allowed us to 155 

gain a deeper understanding of key inclusivity issues related not only to gender identity, but 156 

also to nationality, sexual orientation, and disability.  157 
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Results 158 

 159 

We investigated various aspects of inclusivity and inequality among social identities at a 160 

scientific event using a case study. The congress took place in August 2023 and was attended 161 

by more than 850 researchers. The language of the congress was English, and a total of 661 162 

oral presentations were given, distributed across continuous parallel sessions, as well as 163 

eleven plenary talks presented by invited speakers. 164 

 165 

The organising committee of the congress took a number of measures to boost inclusivity at 166 

the congress (see Methods for details). Briefly, (i) plenary speakers were invited to represent 167 

gender and ethnic diversity; (ii) all attendees were obliged to agree to an appropriate Code of 168 

Conduct (55); (iii) attendees were able to express concerns and report discrimination and 169 

harassment to an awareness team; (iv) help was offered to those with auditory, visual, 170 

mobility and/or dietary needs before and during registration; (v) limited travel grants were 171 

given to researchers based in the Global South; (vi) free childcare was offered and parent-172 

children rooms were reserved for attendees and their families; (vii) a symposium on 173 

“Equality, diversity and equity in behaviour, ecology and evolution” was hosted and three 174 

EDI-related workshops were given by external facilitators; (viii) pronouns were optionally 175 

printed on name tags. We acknowledge that many more steps can be taken to foster inclusivity 176 

at academic conferences, such as hosting the conference in a hybrid format (56,57). 177 

 178 

What social identities were present at the congress? 179 

 180 

A total of 727 attendees took part in the pre-congress survey, which gathered data on the social 181 

identities of congress attendees. A total of 65% of the attendees who provided their pronouns 182 

used she/her (hereafter referred to as “women”, but see S1 Methods 1) and 33% used he/him 183 

(hereafter referred to as “men”, but see S1 Methods 1). Fifteen attendees (2%) used she/they, 184 

he/they or they/them pronouns. A total of 14.4% of attendees who responded to the question 185 
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‘if they identified with the LGBTQ+ community’ responded with “yes” (n = 92). A total of 59 186 

nationalities were represented among the congress attendees. The majority of attendees were 187 

of European nationality (n = 481), followed by Asian (n = 85), North American (n = 48), 188 

Oceanic (n = 20), South American (n = 18), and African nationalities (n = 5). Most of the 189 

attendees with European, North American and Oceanic nationalities were female, but the 190 

majority of Asian and South American attendees were male (Fig 1). Lastly, four people 191 

acknowledged the need for some form of assistance during the congress due to either physical 192 

or mental disabilities.  193 

 194 

Fig 1. Gender distribution of congress registrants across the continents of their nationality. 195 

Gender was inferred from people’s self-reported pronouns during registration, and countries 196 

with a colour were those that were represented at the congress.  197 

 198 

Is there a gender disparity in question-asking probability? 199 

 200 

We tested for a gender disparity in question-asking probability using two lines of evidence 201 

based on (i) observational data on question-asking behaviour collected during Q&A sessions 202 

after oral presentations (388 questions asked after 134 unmanipulated talks that were not part 203 

of our experiment, see below) and (ii) self-reports on question-asking collected in the post-204 

congress survey (373 complete responses).  205 

 206 

To identify a gender disparity in question-asking probability using the observational data, we 207 

asked whether fewer questions are asked by women. We fitted a binomial generalised linear 208 

mixed effect model (GLMM), where the dependent variable indicates whether a question was 209 

asked by a perceived man (0) or a perceived woman (1), while accounting for the gender 210 

proportion of the audience and the non-independence of talks within a session (see Methods 211 

for details). Across all unmanipulated talks, 48% of questions were asked by perceived women 212 

without accounting the proportion of perceived women in the audience. The overall 213 
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probability that a perceived woman asked a question, corrected for the proportion of 214 

perceived women in the audience, was 0.34 (GLMM intercept = -0.66, p < 0.001, Fig 2a; S2 215 

Table 1), providing clear evidence that perceived women are less likely to ask questions 216 

compared to perceived men. When repeating the analysis with a more conservative dataset 217 

that excluded questions where the observer noted any source of uncertainty in the data 218 

collected, the results remained virtually identical (GLMM intercept = -0.67, p < 0.001; S2 Table 219 

1). Moreover, we analysed whether age affects the gender disparity in question-asking (S3 220 

Analysis 1), but because (i) we found a gender disparity regardless of age and (ii) this analysis 221 

was based on many assumptions that we do not think are always valid, we did not take age 222 

into account in further models on question-asking based on the observational data. 223 

 224 

Fig 2. Gender disparity in question-asking behaviour. a) Intercepts and 95% confidence 225 

intervals (CI) for models QA.1, QA.2 and QA.3 that tested for gender disparities in asking 226 

questions, raising hands and being chosen respectively. Yellow points indicate statistically 227 

significant intercepts (p < 0.05). A negative intercept indicates that the probability that a 228 

woman asked a question was lower than expected from the number of women in the audience 229 

(male bias) whereas a positive intercept indicates that this probability was higher than 230 

expected (female bias); b) Model estimates and 95% CIs for the effect of gender on the 231 

probability of asking a question based on the survey data. Yellow points indicate statistically 232 

significant effects (p < 0.05). A negative estimate indicates that the gender in question is 233 

negatively associated with the probability that a woman asked a question (i.e. positively 234 

associated with the probability that a man asked a question; a male bias); c) Raw data with 235 

added jitter, null hypothesis and model estimates for model QA.2, which tested for a gender 236 

disparity in raising hands; d) Raw data with added jitter, null hypothesis (no gender disparity) 237 

and model estimates for model QA.3, which tested for a gender disparity in being chosen to 238 

ask a question.  239 

 240 

In all of the models that used the observational data on question-asking, we perceived gender 241 

based on a person’s self-reported pronouns when possible, or alternatively on the person’s 242 
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appearance. We acknowledge that perceiving someone’s gender based on their appearance is 243 

predisposed to observer bias and assumes that gender identity can be visually assessed. We 244 

investigated how often we correctly perceived the gender of session hosts and speakers, and 245 

assessed how often one’s pronouns differed from their gender (S1 Methods 1). Because the 246 

gender perceived by observers corresponded to the person’s self-reported pronoun(s) in over 247 

94% of observations of women and men, and over 97% of women and men use she/her and 248 

he/him pronouns respectively, we conclude that there is reasonably good agreement between 249 

observer perception and self-reported gender. In the rest of the Results, we refer to perceived 250 

women and perceived men as women and men respectively for simplicity purposes. Because 251 

observers had a low accuracy (27%) of correctly perceiving the gender of non-binary scientists, 252 

we focused on the question-asking behaviour of non-binary scientists using the post-congress 253 

survey only. 254 

 255 

We further collected observational data on question-asking behaviour during plenary talks. 256 

We analysed these data separately because these sessions were held in larger lecture rooms 257 

attended by the vast majority of congress participants. Consequently, we corrected an 258 

estimated proportion of women in the audience by using the proportion of women registered 259 

at the congress as a whole, rather than correcting for audience counts. We did not correct for 260 

the proportion of women in the audience because it was unfeasible to count the audience by 261 

eye due to lack of visibility, size of the room, and difficulty keeping track of which people 262 

were and which people were not already counted. A total of 60 questions were asked during 263 

eleven plenary talk Q&A sessions, 17 (28%) of which were asked by women. Despite this 264 

relatively small sample size, the gender disparity in question-asking was even greater during 265 

plenary sessions as compared to regular oral presentations, with the probability of a woman 266 

asking a question being only 0.20 when correcting for the estimated proportion of women in 267 

the audience (GLMM intercept = -1.54, p < 0.001; S2 Table 1). 268 

 269 

Similarly, we tested for a gender disparity in question-asking probability using self-reports 270 

from the post-congress survey, where we asked if fewer women asked questions. We fitted a 271 
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binomial generalised linear model (GLM) using the binomial response to the question “Did 272 

you ask a question at the congress?” (1 = yes, 0 = no) as the dependent variable and the self-273 

reported gender identity (woman, man, non-binary, other) as the independent variable. Note 274 

that this question therefore addresses the likelihood that a woman asked a question across the 275 

entire congress, as opposed to the observational data that addresses if questions were less 276 

likely to be asked by women based on each talk. Although including gender in the model 277 

barely improved the model fit (likelihood ratio test (LRT) p = 0.05), the results again showed 278 

that women were less likely to have asked a question during the congress compared to men 279 

(beta estimate female = -0.49, p = 0.04; Fig 2b; S2 Table 1), while non-binary people (n = 7) were 280 

not more or less likely to ask a question compared to men (beta estimate non-binary = 0.92, p 281 

= 0.40; Fig 2b; S2 Table 1).  282 

 283 

Do women raise their hands less often or get chosen to ask a 284 

question less often? 285 

 286 

We next tested whether women asked fewer questions than men did because they raised their 287 

hands less often to ask a question. We fitted a multivariate binomial GLMM where the 288 

dependent variable was the fraction of women who raised their hands over the total number 289 

of people who raised their hands, while accounting for the proportion of women in the 290 

audience and the non-independence of talks within a session (see Methods for details). The 291 

probability that a woman raised their hand was 0.36 (intercept = -0.58, p < 0.001; Fig 2a,c; S2 292 

Table 1), indicating that women were less likely to raise their hand than men were.  293 

 294 

Additionally, women might be chosen less often to ask their questions by the session hosts 295 

when both women and men raise their hands. We tested this hypothesis by fitting another 296 

binomial GLMM using the gender of the questioner as the dependent variable, but this time 297 

correcting for the proportion of the people who raised their hand that were women. In this 298 

model, we only included cases where at least one woman and one man raised their hand, so 299 



 13 

that the session host had to make a choice between assigning the question to one gender over 300 

the other. The probability that a woman was chosen to ask their question by the session host 301 

was 0.46, indicating that women were not chosen significantly less often by session hosts to 302 

ask their question compared to men (intercept = -0.14, p = 0.53; Fig 2a,d; S2 Table 1). We 303 

investigated this same question using the post-congress survey data, where we collected data 304 

on a person’s gender and whether one of the reasons they did not ask a question was due to 305 

not being chosen despite raising their hand (“not being chosen” in short). We fitted a binomial 306 

GLM with the response to “not being chosen” as the dependent variable and self-reported 307 

gender as the independent variable. Including gender in the model did not significantly 308 

improve the model fit (LRT χ2 = 1.49, LRT p = 0.47) indicating that women were equally likely 309 

to be chosen to ask their question, in line with our results based on the observational data. 310 

 311 

Why do women ask fewer questions than men do? 312 

 313 

Next, we tested whether women and non-binary respondents were less comfortable asking a 314 

question using data collected in the post-congress survey. Respondents of the survey 315 

indicated their agreement to the statement “I feel comfortable asking questions during Q&A 316 

sessions” on a 7-point Likert scale (1 = “Strongly disagree”, 7 = “Strongly agree”). We fitted 317 

an ordinal logistic regression model (OLR) for the response to this statement and included the 318 

self-reported gender as an independent variable while correcting for career stage (early, mid 319 

or late career). We found that both women (beta estimate = -1.26, SE = 0.21, t = -5.99, p < 0.001) 320 

and non-binary respondents (beta estimate = -1.60, SE = 0.68, t = -2.36, p < 0.02) felt less 321 

comfortable asking questions during Q&A sessions compared to men. Both mid-career (beta 322 

estimate = 1.04, SE = 0.21, t = 5.04, p < 0.001) and late-career researchers (beta estimate =2.48, 323 

SE = 0.33, t = 7.50, p < 0.001) were more comfortable asking questions compared to early-career 324 

researchers. 325 

 326 
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The post-congress survey additionally included questions on what aspect(s) motivated people 327 

to ask questions at the Behaviour 2023 conference (hereafter referred to as “motivations”), and 328 

what aspect(s) made people more hesitant to ask a question (hereafter referred to as 329 

“hesitations”). We tested in two steps if women asked fewer questions than men because they 330 

had different motivations and hesitations to ask questions than men did. The first step tested 331 

which motivations and hesitations were more often selected by women compared to men. We 332 

fitted multiple binomial GLMs, one per motivation and hesitation. In each case, the dependent 333 

variable was the binomial response whether the motivation or hesitation was ticked (1) or not 334 

(0), and the independent variables were self-reported gender and career stage (early, mid or 335 

late career). The second step tested which of the motivations and hesitations that were 336 

significantly affected by gender were significant predictors of the probability of a person 337 

asking a question during the congress, where we then examined which of the significant ones 338 

were also affected by gender. We fitted a second set of binomial GLMs, again one for each 339 

motivation and hesitation. The dependent variable in these models was the response to the 340 

question “Did you ask one or more questions during Q&A sessions?” (1 = yes, 0 = no) and the 341 

independent variable was the binomial response whether the motivation or hesitation was 342 

ticked (1) or not (0), while also including gender and career stage as covariates.  343 

 344 

Including gender as an independent variable did not improve the fit of any of the models 345 

fitted to the motivations (FDR-corrected LRT q < 0.05; Fig 3a, S2 Table 2), indicating that 346 

women were not more likely to select any of the motivations compared to men. However, 347 

when looking at the hesitations, “afraid I would not be able to phrase/articulate my question 348 

well” was significantly affected by gender after correcting for multiple testing, where women 349 

were more likely to tick this hesitation compared to men (beta estimate for women = 0.90, p 350 

for women = 0.002, Fig 3c, S2 Table 3). Two more hesitations were affected by gender but were 351 

not statistically significant after correcting for multiple testing: “I did not have the confidence” 352 

(beta estimate for women = 0.78, p = 0.01, FDR-corrected LRT q = 0.08; Fig 3c, S2 Table 3) and 353 

“I felt intimidated by the audience” (beta estimate for women = 0.76, p = 0.02, FDR-corrected 354 

LRT q = 0.13; Fig 3c, S2 Table 3). For all of the other hesitations, the inclusion of gender did 355 



 15 

not improve the fit of the models (LRT FDR-corrected q-value < 0.05; Fig 3c, S2 Table 3). Early 356 

career researchers were more likely to tick almost all hesitations compared to mid- and late-357 

career researchers (S2 Table 4). 358 

 359 

Fig 3. The results of models that tested for gender disparities in question-asking due to 360 

different motivations and hesitations between men and women. Model estimates of the 361 

effect of female gender on (a) six motivations and (b) the effects of the motivation on the 362 

probability that the person asked a question during the congress, as well as the effect of female 363 

gender on (c) twelve hesitations, (d) the effects of the hesitation on the probability that the 364 

person asked a question during the congress. Yellow points indicate including the variable in 365 

the model significantly improved the model fit compared to the null model after correcting 366 

for multiple-testing. 367 

 368 

We found that most of the motivations and hesitations that were predictive of question-asking 369 

probability were not influenced by gender (Fig 3b, Fig 3d, S2 Table 2, S2 Table 3). The only 370 

hesitation that varied significantly by gender (fear of the inability to phrase/articulate a 371 

question well) did not influence the probability of asking a question during the congress (beta 372 

estimate = -0.34, p = 0.18; Fig 3d, S2 Table 3). However, the two hesitations that were associated 373 

with gender only before applying a multiple-testing correction (lack of confidence and feeling 374 

intimidated by the audience) were significant predictors of the probability of asking a 375 

question (lack of confidence: beta estimate = -0.70, p = 0.008, FDR-corrected LRT q = 0.02; 376 

feeling intimidated by the audience beta estimate = -0.77, p = 0.07, FDR-corrected LRT q = 0.02; 377 

Fig 3d, S2 Table 3). Taken together, these results suggest that women are more likely to 378 

indicate that they are hesitant to ask a question because of a lack of confidence and/or feeling 379 

intimidated by the audience compared to men, which may make them less likely to ask a 380 

question, although insignificant after multiple-testing correction. 381 

 382 

 383 

 384 
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What conditions might encourage women to ask questions? 385 

 386 

We investigated which conditions might reduce the gender disparity in question-asking 387 

probability. First, we tested which of the following five variables significantly affected the 388 

probability of a woman asking a question based on the observational data: (i) speaker’s 389 

gender, (ii) gender proportion of the audience, (iii) host’s gender, (iv) total audience size, and 390 

(v) room size. We fitted five binomial GLMMs for the probability that a woman asked a 391 

question with one of the five variables as an independent variable, while correcting for the 392 

gender of the audience and the non-independence of talks within a session. None of the five 393 

factors significantly improved the fit of the models, indicating that they did not significantly 394 

affect the probability that a woman asked a question (LRT p > 0.05 for all five GLMMs, Fig 4a; 395 

S2 Table 5).  396 

 397 

Fig 4. The results of models that evaluated what conditions can encourage women to ask 398 

questions. a) Model estimates and 95% CI for the effect of five variables on the probability of 399 

a woman asking a question based on the behavioural data. A negative estimate indicates that 400 

the variable in question was negatively associated with the probability that a woman asked a 401 

question (i.e. it was positively associated with the probability that a man asked a question; a 402 

male bias). Yellow points indicate that including the variable in the model significantly 403 

improved the model fit compared to the null model; b) Model estimates and 95% CIs for the 404 

effect of female gender on the Likert-scale response of four statements asked in the post-405 

congress survey. Yellow points indicate a statistically significant effect of female gender (p < 406 

0.05). 407 

 408 

Next, we addressed the same question using data collected in the post-congress survey, 409 

addressing whether women but also non-binary participants (despite low sample size, n = 7) 410 

were more or less comfortable asking questions in particular situations compared to men. We 411 

asked respondents to indicate on a 7-point Likert scale to what extent they agree with the 412 
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following five statements: “I feel more comfortable asking a question if…” (i) “… the presenter 413 

is of my own gender”, (ii) “… there is representation of my gender in the audience”, (iii) “… 414 

the host is of my own gender”, (iv) “… the audience size is smaller”, and (v) “... if I know the 415 

speaker”, partially reflecting the variables described above. We fitted four OLR models, with 416 

the Likert-scale response to each of the five questions as the dependent variable and self-417 

reported gender identity and career stage as independent variables.  418 

 419 

Including gender in the model improved the fit of almost all models (Fig 4b; S2 Table 6), where 420 

women and non-binary participants felt more comfortable asking questions compared to men 421 

when: the speaker was of their own gender (women: beta estimate = 1.23, p < 0.001; non-binary: 422 

beta estimate = 2.44, p < 0.001), their own gender was represented in the audience (women: 423 

beta estimate = 1.34, p < 0.001; non-binary: beta estimate = 1.90, p < 0.01), the host was of their 424 

own gender (women: beta estimate = 0.93, p < 0.001; non-binary: beta estimate = 1.58, p = 0.02). 425 

Only women felt more comfortable than men asking questions when the audience size was 426 

smaller (women: beta estimate = 0.79, p < 0.001; non-binary: beta estimate = -0.07, p = 0.91). 427 

Compared to men, neither women nor non-binary people felt more or less comfortable asking 428 

questions when they knew the speaker (women: beta estimate = 0.92, p = 0.12; non-binary: beta 429 

estimate = -0.19, p = 0.78).  430 

 431 

Can session hosts mitigate the gender disparity in question-432 

asking? 433 

 434 

Previous research has shown that women can be encouraged to ask questions if a woman asks 435 

the first question in a Q&A session (50). We used observational data to test for this pattern in 436 

our data by quantifying the effect of the gender of the first questioner on gender disparities in 437 

question-asking in the rest of that session. More specifically, we fitted three binomial GLMMs 438 

to test for an effect of the gender of the person who started the Q&A on the probability that: 439 

(i) a question was asked by a woman, corrected for the proportion of women in the audience; 440 
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(ii) a woman raised their hand, corrected for the proportion of women in the audience; and 441 

(iii) a woman was chosen by the session host to ask their question, corrected for the proportion 442 

of people who raised their hand who were women. The models had a near identical structure 443 

to the three models presented in Methods Section ii and iii, but included an additional fixed 444 

effect of the gender of the first questioner, and we removed the intercept for easier 445 

interpretation of the model output.  446 

 447 

The gender of the first questioner significantly affected the probability of women asking a 448 

question (LRT p = 0.01, S2 Table 7). Indeed, women were less likely than men to ask a question 449 

after a woman started the Q&A (beta estimate = -1.04, p < 0.001; Figure 5; S2 Table 7), but not 450 

after a man started the Q&A (beta estimate = -0.33, p = 0.12; Figure 5; S2 Table 7). Similarly, the 451 

gender of the first questioner significantly affected the probability of women raising their 452 

hands (LRT p = 0.03), as women were less likely to raise their hand than men after a woman 453 

started the Q&A (beta estimate = -0.90, p < 0.001; Figure 5; S2 Table 7), but not when a man 454 

started the Q&A (beta estimate = -0.31, p = 0.16; Figure 5; S2 Table 7). The gender of the first 455 

questioner did not significantly affect the probability of a woman being chosen to ask a 456 

question (LRT p = 0.74) as women were not significantly more or less likely to get chosen than 457 

men, regardless of whether a woman (beta estimate = -0.13, p = 0.72; S2 Table 7) or a man (beta 458 

estimate = -0.33, p = 0.48; Figure 5; S2 Table 7) started the Q&A. Similar results were obtained 459 

for all three models when testing for the effect of the gender of the first questioner on the 460 

probability of a woman asking the second question only (S2 Table 8). 461 

 462 

Fig 5. Model results showing the effect of the gender of the first questioner on question-463 

asking probability. Points indicate the probability that a woman asked a question, raised their 464 

hand, and was chosen to ask a question (left to right) for the unmanipulated and manipulated 465 

sessions. Yellow points indicate statistical significance (p < 0.05). 466 

 467 

We sought to find causal insights into the effect of the gender of the first questioner by 468 

conducting an experiment in which we manipulated host behaviour. In the experiment, 469 
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session hosts were instructed to either give the first question in the Q&A session to a woman 470 

or to a man. This manipulation allowed us to directly evaluate whether the gender of the first 471 

questioner affected the probability of women asking questions subsequently, regardless of the 472 

dynamics between the audience’s behaviour and session host’s choice. The same models as 473 

described above were fitted using data collected from the successfully manipulated talks.  474 

  475 

The gender of the first questioner did not significantly affect the probability of a woman 476 

asking a question, raising their hand or being chosen to ask a question in the sessions where 477 

the host choice was manipulated (LRT all p > 0.13, S2 Table 7). Indeed, women were always 478 

less likely to ask a question than men, although this difference was only significant after a 479 

woman started the Q&A (beta estimate = -0.66, p = 0.001; Figure 5; S2 Table 7) but not after a 480 

man started the Q&A (beta estimate = -0.25, p = 0.18; Figure 5; S2 Table 7). Women always 481 

raised their hands significantly less often than men, regardless of whether a woman (beta 482 

estimate = -0.92, p < 0.001; Figure 5; S2 Table 7) or a man started the Q&A (beta estimate = -483 

0.62, p < 0.001; Figure 5; S2 Table 7). Finally, women were not chosen to ask their question 484 

more or less often than men were, regardless of whether a woman (beta estimate = 0.61, p = 485 

0.17; Figure 5; S2 Table 7) or a man started the Q&A (beta estimate = 0.68, p = 0.10; Figure 5; S2 486 

Table 7). Interestingly, if we only selected the second question in each session, we found that 487 

women were significantly less likely to raise their hand than men after a woman started the 488 

Q&A (beta estimate = -0.93, p = 0.003; S2 Table 8) but not after a man started the Q&A (beta 489 

estimate = -0.32, p = 0.28; S2 Table 8). 490 

 491 

How did people with different social identities experience the 492 

congress? 493 

 494 

In the post-congress survey, we asked respondents to indicate their agreement with the 495 

following three statements on a 7-point Likert scale: 496 
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1. “I felt heard during the conversations I had, both during Q&A sessions and social 497 

activities” (“feeling heard” in short) 498 

2.  “I felt comfortable being myself” (“comfortable being myself” in short) 499 

3. “Attending the Behaviour 2023 congress helped me feel like I belong in my research 500 

field” (“sense of belonging” in short) 501 

 502 

We tested which of the following social identity variables were associated with the response 503 

to each of the three statements: gender, LGBTQ+, nationality (continent), affiliation 504 

(continent), and expatriate status (“expat” in short, defined as a person whose country of 505 

affiliation was different from the country of their nationality). Expatriate status was included 506 

because research has shown that expatriation for work helps the development of cultural 507 

intelligence (58), which is “the capability for success in new cultural settings” (59), which we 508 

would expect to play an important role at international scientific events. Additionally, we 509 

tested for the effects of the level of comfort a person had speaking English (“English comfort”) 510 

which reflects a combination of factors including social environments, culture, and socio-511 

economic status that affect one's English language proficiency, as well as fear and anxiety to 512 

use the language (60,61). We further tested for a person’s self-reported level of expertise 513 

(“expertise rating”), which is highly correlated with age (beta estimate for ages 35-50 = 2.02, p 514 

< 0.001; beta estimate for ages > 50 = 3.43, p < 0.001) and career stage (beta estimate for mid-515 

career stage = 2.21, p < 0.001; beta estimate for late-career stage = 4.16, p < 0.001) but also 516 

captures variation in confidence.  517 

 518 

First, we fitted one univariate OLR model per statement and per social identity. If including 519 

the social identity in the univariate model significantly improved model fit, assessed with an 520 

LRT, we included the variable in the final model for that statement. We found that people 521 

with higher agreement to the “feeling heard” statement also felt more comfortable speaking 522 

English (beta estimate = 0.28, p = 0.006; Fig 6a; S2 Table 9) and rated themselves as having a 523 

higher level of expertise in their field (beta estimate = 0.24, p < 0.001; Fig 6a; S2 Table 9). 524 

Similarly, people with higher agreement to the “comfortable being myself” statement also felt 525 
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more comfortable speaking English (beta estimate = 0.28, p = 0.01; Fig 6b; S2 Table 9) and rated 526 

themselves as having a higher level of expertise in their field (beta estimate = 0.22, p < 0.001 =; 527 

Fig 6b; S2 Table 9). Moreover, women and non-binary people felt less comfortable being 528 

themselves (beta estimate women = -0.48, p women = 0.03; beta estimate non-binary = -2.26, p 529 

non-binary = 0.001; Fig 6b; S2 Table 9) compared to men. Lastly, people with higher agreement 530 

to the “sense of belonging” statement also felt more comfortable speaking English (beta 531 

estimate = 0.31, p = 0.002; Fig 6c; S2 Table 9) and rated themselves as having a higher level of 532 

expertise in their field (beta estimate = 0.36, p < 0.001; Fig 6c; S2 Table 9). People with a North 533 

American affiliation had higher agreement to “sense of belonging” compared to those with a 534 

European affiliation (beta estimate = 1.16, p = 0.03); however, thwe interpret any effects of 535 

affiliation with care due to variation in sample sizes, as only 19 North American affiliates filled 536 

in the post-congress survey as opposed to 334 European affiliates. 537 

 538 

Fig 6. The results of models evaluating which social identities were significantly associated 539 

with variation in congress experiences. a) Model estimates and 95% CIs of the final model 540 

that tested for the effect of social identity variables on the Likert-scale response to the 541 

statement on feeling heard at the congress; b) Model estimates and 95% CIs of the final model 542 

that tested for the effect of social identity variables on the Likert-scale response to the 543 

statement on feeling comfortable being yourself; c) Model estimates and 95% CIs of the final 544 

model that tested for the effect of social identity variables on the Likert-scale response to the 545 

statement on congress attendance increasing ones feeling of belonging in the research field. 546 

The reference continent for affiliation to which the other continents were compared to was 547 

Europe. The estimates and 95% CIs for African and South American affiliations on statement 548 

c) were excluded due to small sample sizes (S2 Table 9). Yellow points indicate a statistically 549 

significant effect of the social identity variable in the final models.  550 

 551 

Respondents to the post-congress survey were also asked if they experienced discrimination 552 

and/or harassment (of any sort) at the congress and whether they reported it to the awareness 553 

team, or if they witnessed someone else experiencing this. A total of eleven respondents 554 
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reported experiencing some form of discrimination or harassment, of which two cases were 555 

reported to the awareness team. Eight of the eleven cases were reported by women, two by 556 

men, six by LGBTQ+ and/or non-binary attendees. A total of three survey respondents 557 

witnessed somebody else experiencing some form of discrimination or harassment, of which 558 

one case was reported to the awareness team.  559 

 560 

How do perceptions of the severity of EDI issues differ among 561 

people with different social identities? 562 

 563 

To test for differences among social identities in their perceptions of EDI issues, we asked 564 

post-congress respondents to indicate their agreement with the following three statements on 565 

a 7-point Likert scale:  566 

1. “I think the Congress attendees represented the diversity of researchers in our field” 567 

(“attendee diversity” in short) 568 

2. “Our research field experiences equity, diversity and inclusion-related issues (e.g. 569 

racism, homophobia, harassment, bullying etc.)” (“EDI issues” in short) 570 

3. “I think the questions asked after the talks were equally divided across genders” (“no 571 

QA gender disparity” in short).  572 

 573 

We used the same analytical approach as described above for the congress experience models. 574 

However, instead of fitting “expertise rating” as an independent variable, we fitted age 575 

category, as we expected that older researchers would be more likely to have experienced 576 

different research environments as well as cultural diversity and consequently, they might 577 

potentially have experienced more EDI issues independent of their level of expertise. 578 

 579 

Women agreed less with the “attendee diversity” statement compared to men (beta estimate 580 

= -0.53, p = 0.01; Fig 7a; S2 Table 10), and LGBTQ+ people agreed less to this statement 581 

compared to non-LGBTQ+ people (beta estimate = -0.60, p = 0.03; Fig 7a; S2 Table 10). 582 
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Similarly, women agreed more with the “EDI issues” statement compared to men (ordinal 583 

beta estimate = 0.48, p = 0.03; Fig 7b; S2 Table 10), and LGBTQ+ identities agreed more to this 584 

statement compared to non-LGBTQ+ identities (beta estimate = 0.73, p = 0.009; Fig 7b; S2 Table 585 

10). Moreover, expats agreed more with the statement on EDI issues compared to non-expats 586 

(beta estimate = 0.55, p = 0.006; Fig 7b; S2 Table 10). Furthermore, compared to people of 587 

European nationalities, people with North American nationalities (beta estimate = 0.77, p = 588 

0.03; Fig 7b; S2 Table 10) agreed more with the EDI issue statement. Lastly, people of South 589 

American nationalities agreed more to the “no QA gender disparity” statement (ordinal beta 590 

estimate = 2.64, p = 0.04; S2 Table 10) compared to people with European nationalities, 591 

although those with South American affiliations agreed less compared to those with European 592 

affiliations (ordinal beta estimate = -5.39, p = 0.006; S2 Table 10), a contradicting result which 593 

could have arisen due to low sample size. People who are more comfortable speaking English 594 

agreed less with the statement about no QA gender disparity (ordinal beta estimate = -0.23, p 595 

= 0.03, Fig 7c; S2 Table 10). Although including gender, LGBTQ+ identity and nationality 596 

significantly improved model fit in the univariate regression models for no QA gender 597 

disparity, they did not explain significant variation in the final model that included all 598 

significant covariates (S2 Table 10).  599 

 600 

Fig 7. The results of models evaluating which social identities were significantly associated 601 

with variation in EDI issue perception. a) Model estimates and 95% CIs of the final model 602 

that tested for the effect of social identity variables on the Likert-scale response to the 603 

statement on congress attendees showing good representation of the diversity of the field; b) 604 

Model estimates and 95% CIs of the final model that tested for the effect of social identity 605 

variables on the Likert-scale response to the statement on our field experiencing EDI-related 606 

issues. The reference continent for nationality to which the other continents were compared 607 

to was Europe; c) Model estimates and 95% CIs of the final model that tested for the effect of 608 

social identity variables on the Likert-scale response to the statement on there being no gender 609 

disparity in question-asking after talks. The reference continent for affiliation to which the 610 

other continents were compared to was Europe. The estimates and 95% CIs for African and 611 
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South American nationalities and affiliations on statements b) and c) were excluded for easier 612 

visual presentation, because the confidence intervals were large which made visual 613 

interpretation of the other confidence intervals difficult (S2 Table 10). Yellow points indicate 614 

a statistically significant effect of the social identity variable in the final models.  615 

 616 

What can be done to promote inclusivity at scientific 617 

conferences? 618 

 619 

The organising committee took a number of measures to make the International Ethological 620 

Congress 2023, “Behaviour 2023” more inclusive. We asked participants to respond to an 621 

open-ended question in the post-congress survey to obtain qualitative feedback from the 622 

participants on the conference, for example on the various inclusivity initiatives taken, their 623 

overall experience, as well as suggestions for improvement. Of the 391 total respondents, 48% 624 

(n = 191) provided a response to this question, of which 185 could be assigned to a particular 625 

topic (i.e. a “code”, for details, see the Methods).  626 

 627 

Most of the open-ended responses in the post-congress survey consisted of a combination of 628 

three sentiments (positive, suggestions, negative; S2 Table 11), however 51 responses 629 

contained only positive feedback, 22 contained only negative feedback, and 4 contained only 630 

suggestions. We coded 691 elements across 24 codes. Among these were 112 general 631 

compliments on the conference (e.g. “Great conference, thank you.”) that will not be included 632 

in the further descriptions and analyses. Of the remaining 579 elements, 50% (n = 288) were 633 

positive, 34% (n = 197) were negative, and 16% (n = 94) were suggestions (Fig 8). While the 634 

participants offered feedback on a number of different topics, multiple responses included 635 

feedback about one or more specific EDI-related measures taken during the congress, which 636 

we elaborate on below. Although such feedback was relatively infrequent, we argue that this 637 

is as expected as these measures are often only perceived by the ones who need them the most. 638 
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We report these numbers as well as direct quotes from respondents to illustrate the positive 639 

impact that these measures can have. 640 

 641 

Fig 8. Frequency of ideas expressed in each category for the three sentiments (positive, 642 

negative, suggestion). 643 

 644 

1) Plenary speaker diversity. Three participants mentioned their appreciation for gender 645 

and/or ethnic diversity in plenary speakers, with one person indicating why this was 646 

appreciated, e.g. “It makes a huge difference to see gender and ethnic diversity 647 

represented in these head-line names, so well done on selecting this set of speakers. It 648 

sets a positive tone for the whole meeting.” 649 

2) Pronouns on name tags. Three people thanked us for allowing the option to print 650 

pronouns on their nametags (of which not all were non-binary), where one person 651 

commented that they appreciated the option as they “care about making sure everyone 652 

can feel more included just by default”. 653 

3) Code of Conduct and awareness team. The official Behaviour 2023 website contained a 654 

webpage on “Inclusivity and Accessibility” which included the Code of Conduct and 655 

additional information on who to contact about special needs. The responses from the 656 

post-congress survey indicated that 43% of respondents read this webpage. Out of 657 

those that read the page, 25.6% of respondents indicated that it played a role in their 658 

decision to attend the congress. A total of 19 people mentioned in the open text that 659 

they appreciated our general push for inclusivity at the congress, with four people 660 

specifically mentioning the Code of Conduct and/or awareness team and some 661 

highlighting how the presence of the awareness team helped them feel safe, e.g. “I was 662 

very grateful that the awareness team existed, which really helped me feel safe during 663 

this conference”. 664 

4) Childcare. A total of eleven people who filled out the survey used the free childcare 665 

service offered during the congress, seven of which stated that they would not have 666 

been able to attend the congress without this service. Seven respondents also indicated 667 
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that they would be able to attend more conferences if (free) childcare was available as 668 

a standard. The responses to the open-ended question in the post-congress survey 669 

included five positive mentions of the free childcare provided, where one person 670 

highlighted the difference this makes in the conference experience of parents, e.g. 671 

“After becoming a parent this was the first conference I could really enjoy fully and 672 

focus on the lectures and talking with colleagues”. 673 

5) Accessibility/disability. A total of 18 people indicated in the post-congress survey that 674 

they have some form of a disability, although eleven did not inform us about this prior 675 

to the conference. Out of those that did, three indicated that we were able to 676 

accommodate their disability, five indicated that the accommodation could have been 677 

better, and one person said that we were not able to accommodate their disability. The 678 

qualitative feedback included comments and suggestions for event organisers in 679 

general to make scientific conferences more accessible and inclusive, especially for 680 

researchers with a disability. The common themes of these comments included: (i) the 681 

difficulty of moving around the conference venue for people with mobility issues (in 682 

our case, mostly related to distances and stairs in the lecture rooms), (ii) the distraction 683 

caused by using (animal) sounds to indicate time limits to speakers, (iii) the 684 

appreciation of a quiet room for everyone who needs a space to “recharge and reflect”, 685 

(iv) the overwhelming experience during poster sessions that was non-inclusive to 686 

people sensitive to sound and/or prone to anxiety in large crowds, and (v) the 687 

importance of ensuring the availability of presentation programs’ notes that can be 688 

seen by only the presenter during the talk.  689 

6) EDI-related activities. A total of 66 people that responded to the post-congress survey 690 

attended the EDI symposium and 21 attended one of the EDI workshops (one on 691 

unconscious bias, one on inclusive teaching). Reasons for attending the symposium 692 

and/or workshop included the participants being motivated to (i) learn about EDI 693 

issues (61% and 66% respectively), (ii) improve the way they do research (61% and 694 

67%), and (iii) talk about their own (10% and 24% respectively) or others’ (18% and 695 

62% respectively) EDI-related issues. Out of the reported symposium/workshop 696 
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attendees, many respondents stated that attending will influence their practice, with 697 

some being sure about the changes they would make (41% and 29% respectively), and 698 

others seeing the potential but being less sure (20% and 62% respectively). Suggestions 699 

for EDI-related workshops in general, that were not specific to the content and 700 

facilitators of the workshops we hosted in particular, mostly focused on the need to 701 

shift from theoretical work to practical implications.  702 
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Discussion 703 

 704 

Barriers to inclusion and equity persist in science, including at academic conferences. Our aim 705 

was to identify and address equity, diversity and inclusivity issues present at the 37th 706 

International Ethological Congress that stretch beyond gender, using a number of different 707 

approaches. We identified barriers that unfold during Q&A sessions, as well as barriers that 708 

affect the congress experience of attendees not only when presenting or discussing science, 709 

but also when simply attending the activities that are part of the conference programme. A 710 

summary of all results can be found in Fig 9. 711 

 712 

Fig 9. Summary of our results based on both the behavioural and survey data. The single 713 

asterisk (*) refers to non-binary researchers. The double asterisk (**) refers to a marginally 714 

significant result (not significant after applying a multiple-testing correction). The 715 

identification of the ten barriers is based on the results presented in the following Results 716 

sections: (i) section ii; (ii) section iii; (iii) section iv; (iv) section iv; (v) section iv; (vi) section v; 717 

(vii) section vi based on both the unmanipulated and manipulated data; (viii) section vii; (ix) 718 

section vii; (x) section vii. 719 

 720 

We show that women tend to ask fewer questions than men despite the fact that they do not 721 

appear to be actively discriminated against. Although we find clear evidence that a question 722 

is less likely to be asked by a woman compared to a man based on the behavioural data, 723 

women only appear to be slightly less likely to have asked a question across the entire 724 

congress. This pattern may arise if men on average asked more questions per individual (e.g. 725 

3 questions during the congress) compared to women (e.g. 1 question during the congress), 726 

which does not affect the probability that a woman asked a question in the survey but does 727 

affect the probability that a question was asked by a woman. Alternatively, the pattern may 728 

arise if there are certain men that ask a lot of questions across different sessions, or if women 729 

who did not ask any questions during the congress were also less likely to fill in our post-730 
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congress survey. We further found that women likely ask fewer questions due to a lack of self-731 

confidence and because they feel intimidated by the audience (although only significant 732 

before applying a multiple-testing correction). Indeed, the gender gap in confidence (62,63), 733 

as well as the inaccuracy of women’s self-perception (64) have previously been proposed to 734 

play a role in various gender disparities, including the underrepresentation of women in 735 

senior leadership positions (62). The reasons why women tend to have lower self-confidence 736 

and belief in their own abilities are however complex and difficult to generalise, as they could 737 

be rooted in both internal and external processes that take place within and outside of the 738 

academic environment (e.g. family environment (65), gender stereotypes (66), and a lack of 739 

role models (67)).  740 

 741 

Women’s representation could potentially improve women’s confidence as it has been shown 742 

to boost female engagement (50–52,68), yet our findings only partially support this. Whereas 743 

the data collected in the post-congress survey suggests that women are more comfortable 744 

asking questions when their gender is represented (in the audience, by the presenter or session 745 

host), the data collected during the Q&A show that women were less likely to raise their hand 746 

and ask questions than men, regardless of the situation. Moreover, women appeared to be less 747 

inclined to raise their hand to ask questions, specifically after a woman started the Q&A. We 748 

speculate this could be caused by (i) a lower feeling of competitiveness of women (69) towards 749 

the opposite gender compared to men leading to a lower motivation to ask the second 750 

question, and/or (ii) women stop feeling motivated to represent their gender among 751 

questioners after another woman asked a question instead of themselves. While our results 752 

suggest that session hosts cannot mitigate the gender disparity in question-asking by actively 753 

selecting women to start the Q&A, we found different results for the manipulated talks 754 

compared to the unmanipulated ones when a man started the Q&A. When host behaviour 755 

was not manipulated, we found no gender disparity when a man started the Q&A, as women 756 

were equally as likely to raise their hands. Yet, in our experiment, we did find a gender 757 

disparity in raising hands when a man started the Q&A. These results indicate that either the 758 

deliberate choice of a man over a woman (as happened in our manipulated talks) or the 759 
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(conscious or unconscious) change in behaviour of the session host due to higher awareness 760 

of their choices might have discouraged women from asking questions during the rest of the 761 

session. Testing what exact perceived behaviours from session hosts affect the probability that 762 

women raise their hands to ask questions would require further research, yet the effects of 763 

female representation among questioners are evidently complex and appear to not always be 764 

positive. 765 

 766 

While gaining a deeper understanding of the causes and consequences of gender disparities 767 

in question-asking probability is important, we argue that it is more critical to ensure that 768 

women do not miss out on academic opportunities as a consequence of this disparity. The 769 

same accounts for non-binary participants who also appeared to be uncomfortable asking 770 

questions. Questioners might gain academic benefits by (i) expressing their interest and 771 

participating in the scientific discussion, (ii) increasing their likability by showing 772 

responsiveness (70), (iii) growing their visibility, which can help them connect with people 773 

working on similar topics, and (iv) facilitating collaborations and/or exchanging ideas that 774 

can improve the quality of their research. To our knowledge, there is no empirical evidence 775 

of the academic benefits of question-asking during Q&A sessions.  776 

 777 

Assuming that there are benefits of question-asking at conferences, we expect that similar 778 

outcomes could be achieved in alternative ways that might be more likely to be adopted by 779 

people who are less likely to ask questions, including but not limited to women. For example, 780 

conference organisers could plan topic-focused discussion rounds, provide an online platform 781 

where attendees can connect based on mutual interests, and/or schedule more time after 782 

presentations for the audience members to engage in one-on-one discussions with the speaker. 783 

Such activities would benefit not only women, but also introverted people and non-native 784 

English speakers, who are less inclined to ask questions in Q&A sessions, as revealed by our 785 

quantitative and qualitative data. We thus urge for a shift in focus towards addressing those 786 

potentially missed academic opportunities for people who are less inclined to ask questions 787 
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during Q&A’s, which disproportionately include women, and ensuring equity by providing 788 

alternative pathways to reclaim those opportunities. 789 

 790 

Moreover, our results have important implications with regard to differences in congress 791 

experiences. People who do not feel like an expert in the field appear to have a less positive 792 

congress experience. Expertise is undoubtedly, but not exclusively, related to age, and 793 

therefore it does not come as a surprise that people who feel like they have less expertise do 794 

not feel heard as much, are not as comfortable being themselves, and do not feel like the 795 

congress contributed to their sense of belonging as much compared to those who rated 796 

themselves higher in their expertise. We also found that older attendees are less likely to 797 

appraise oral presenters compared to younger attendees, yet are also more likely to ask a 798 

critical question (results only presented in S1 Results 1). Some qualitative responses 799 

mentioned the huge negative impact a critical comment from a senior researcher can have on 800 

the experience of early-career researchers. Although we have no data indicating that these 801 

findings on congress experience and presenter feedback are directly connected, we suspect 802 

that the opposite is also true: senior researchers can have a positive influence on the experience 803 

of early career researchers through their feedback on oral presentations as well as during 804 

scientific discussions. Therefore, we encourage senior researchers to give positive appraisal to 805 

presenters when they see fit, which we expect to boost the congress experience by “warming 806 

up” the “chilly conference climate” that early-career researchers might experience. In 807 

addition, we encourage future research into activities that can help empower early-career 808 

researchers and improve their congress experience, such as (i) organising Q&A sessions 809 

between (PhD) students and senior scientists, (ii) hosting events tailored towards early-career 810 

researchers specifically, or (iii) setting up a buddy network that connects (PhD) students that 811 

work on similar topics. 812 

 813 

Similarly, people who feel less comfortable speaking English also had a less positive congress 814 

experience. The dominance of the English language at international academic events causes a 815 

systemic bias. Indeed, recent work has started to uncover the many disadvantages faced by 816 



 32 

non-native English speakers, such as spending more time on scientific activities compared to 817 

native speakers (71). We encourage critical thinking about initiatives that can improve the 818 

inclusivity of people who are less comfortable speaking English, such as (i) hosting social 819 

events that accommodate foreign languages, for example language-specific discussion rounds 820 

(also previously suggested by (72)), (ii) utilising AI-assisted translation services during talks 821 

and/or Q&A sessions, similar to AI-assisted academic writing (73,74) and (iii) emphasising 822 

the importance of teaching English proficiency during early and higher education. Such 823 

activities have the potential to make people feel more like they are heard, especially in early 824 

stages of their academic career, which can increase a person’s sense of professional worth and 825 

belonging. 826 

 827 

Our results further show that different social identities have dissimilar perceptions of equity, 828 

diversity and inclusivity issues. Evidently, historically underrepresented minorities, 829 

including women and LGBTQ+ identities, seem to better recognize EDI issues. Previous 830 

research has also shown that men are less likely to notice gender disparities in question-asking 831 

probability (49). We expect that minorities are more likely to notice EDI issues either because 832 

these groups experience more EDI issues themselves, or because they are more aware of issues 833 

that other people face, or a combination of the above. Interestingly, expat scientists agree more 834 

with the statement that our field (behavioural, ecological and evolutionary sciences) 835 

experiences EDI issues, which could be attributed to the link between expatriation and 836 

cultural intelligence (58). This finding emphasises the importance of active listening (75), 837 

especially to those with a cultural background or social identity different from one’s own, 838 

which can increase awareness of issues both inside and outside of academia. The importance 839 

and value of listening is directly reflected by the comprehensive constructive feedback that 840 

we received in the post-congress survey, where many congress attendees took the opportunity 841 

to provide suggestions for making conferences more inclusive and raised both minor and 842 

major points for improvement that would not have been brought to our attention if we had 843 

not specifically asked for this feedback. We therefore encourage every research group to 844 
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provide the opportunity for members to express their concerns, and to foster an environment 845 

where dialogue about EDI issues is encouraged (76).  846 

 847 

The responses to the open-ended questions in the post-congress survey revealed that 848 

participants had an overall positive experience during the conference. Nonetheless, there 849 

were also critiques and suggestions that were not only specific to this event but could be 850 

relevant to scientific conferences in general. Although we are well aware of the many logistic, 851 

financial and time-related limitations that event organisers face, we would like to emphasise 852 

a number of aspects that have been suggested by respondents to foster more inclusive 853 

conferences. These think these aspects can be addressed to improve the experience of the 854 

minority without sacrificing the experience of the majority, by making small tweaks or 855 

implementing small additions to accommodate to everyone. First, giving an oral presentation 856 

can itself be stressful regardless of a person’s social identity and abilities. Attention to a few 857 

simple details can help mitigate some of this stress. For example, ensuring that the 858 

presentation program’s notes are available to the presenter can especially benefit 859 

neurodivergent and non-native language speakers. Stress can additionally be lowered by 860 

limiting the scope for distractions, such as auditory cues indicating the presentation time 861 

remaining. Although these cues can be helpful for the majority of people, if they are played 862 

too loud, they can be distracting to neurodivergent speakers with heightened auditory 863 

sensitivity. So, we encourage event organisers to ensure such sounds are played at an 864 

appropriate volume for everyone.  865 

 866 

Secondly, although international conferences in theory provide an excellent opportunity to 867 

host workshops on EDI-related themes, we believe that such workshops are likely to be more 868 

effective if they are organised as satellite events. This way, the workshops can be longer in 869 

duration allowing the discussion of both theoretical and practical aspects, attendees do not 870 

have to choose between attending workshops or scientific talks, and having these satellite 871 

events during the year can help increase interactions and build community. Lastly, poster 872 

sessions held in loud, crowded venues can be overwhelming, especially for people sensitive 873 
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to large crowds and/or auditory overstimulation. Alternatives to poster sessions have 874 

previously been proposed (e.g. virtual posters: (77,78), and we encourage future event 875 

organisers to critically think about the setup, size and location of the poster sessions and/or 876 

alternative modes for more inclusive and equitable ways of presenting science. This does not 877 

necessarily have to go at the expense of traditional posters sessions which are effective for the 878 

majority of attendees, but we encourage to have alternative options available. We summarise 879 

all our general recommendations for inclusive scientific events aimed at future organisers, 880 

based on our data and personal experiences, in Fig 10. 881 

 882 

Fig 10. Summary of our recommendations for more inclusive scientific events, based on the 883 

data we collected as well as our personal experience. 884 

 885 

Several inferences about certain groups of social identities made in our study are based on 886 

relatively low sample sizes. We acknowledge the statistical limitations of these inferences; 887 

nevertheless, we argue that these inferences address barriers experienced by social minorities 888 

that have rarely been researched. For example, we find a clear signal that non-binary 889 

respondents felt uncomfortable being themselves in the post-congress survey even though 890 

there were only seven non-binary respondents. Including this small group of people in our 891 

analysis helps to illuminate the social barriers faced by certain minorities, which by definition 892 

are represented in small numbers. We further argue that, as opposed to quantitative analyses, 893 

qualitative data can be more insightful in identifying and addressing barriers experienced by 894 

minorities, as shown by the comprehensive feedback given by the handful of respondents on 895 

mobility- and neurodiversity-related issues. 896 

 897 

Our case study investigated equity, diversity and inclusivity issues at an academic conference. 898 

We expect that many of the inferences that we draw from our data can be generalised to 899 

settings outside of conferences. For example, our conclusions on question-asking behaviour 900 

are likely to be applicable to Q&A sessions not only at conferences, but also within the setting 901 

of seminars given at academic institutes. We also expect that our findings on differences in 902 
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congress experiences between people of different genders, with different levels of comfort in 903 

speaking English, and with different perceived levels of expertise will be applicable to many 904 

different academic social settings, such as lab meetings and collaborative projects. Our study 905 

therefore does not only have implications for the way we host and attend scientific events, 906 

including conferences, but also for conducting science overall. Removing barriers that are 907 

present across different academic settings requires acknowledgement of those barriers, 908 

especially by those in leadership positions, identifying the causes and mechanisms by which 909 

these barriers are established and maintained, understanding how they affect researchers, and 910 

developing effective strategies to tackle them through open, accepting and respectful 911 

dialogue.  912 

913 
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Methods 914 

 915 

Conference description 916 

 917 

Bielefeld University, located in Germany, hosted a seven-day International Ethological 918 

Congress, “Behaviour 2023” in August 2023 which was attended by more than 850 people. 919 

The official language of the congress was English. Six of the days consisted of scientific talks, 920 

including eleven plenary talks given by invited international speakers, which lasted 60 921 

minutes each including a 10–15-minute question-and-answer (Q&A) session. After each 922 

plenary talk (except on the last day), oral sessions took place, which consisted of 1-7 seven 923 

talks. In total, there were 56 general oral sessions, as well as 42 oral sessions that were part of 924 

symposia on a specific theme. General oral sessions and symposia were moderated by internal 925 

and/or external session hosts. Each talk slot lasted fifteen minutes, with the speakers being 926 

instructed to limit their speaking time to a duration of twelve minutes, leaving three minutes 927 

for the Q&A. Each day (except the last day) consisted of parallel morning and afternoon 928 

sessions, and each session included a coffee break. 929 

 930 

Various initiatives were taken to promote inclusivity at Behaviour 2023. First, all of the 931 

congress attendees were obliged to agree to a Code of Conduct when registering for the 932 

congress. The Code of Conduct outlined expected and unacceptable behaviours and clearly 933 

stated the consequences of non-compliance. During the congress, attendees were able to 934 

inform an awareness team about any concerns and cases of discrimination or harassment. The 935 

awareness team was a group of organising committee members who had received harassment 936 

training from an external organisation (Frauen Notruf Bielefeld e.V.) who could be contacted 937 

by email, phone, via social media, or directly in person during the congress. Recognition of 938 

awareness team members was facilitated by them wearing a recognizable badge. 939 

 940 
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Moreover, the programme of plenary talks was curated in a way that ensured a balanced 941 

representation of gender and ethnic diversity among plenary speakers, ensuring that at least 942 

half of the plenary speakers were female and that each continent was represented at least once. 943 

Prior to the congress, we offered information and help to people with auditory, visual, 944 

mobility and/or dietary needs through the website and during congress registration. We 945 

offered a number of full travel grants to researchers based in the Global South. During the 946 

congress, we offered free childcare provided by an external company, which was funded by 947 

the Bielefeld Equal Opportunities Committee. We additionally offered parent-children offices, 948 

breastfeeding rooms and free congress attendance to the partners of attendees that were only 949 

there to provide childcare. We further offered quiet rooms that were open between at least the 950 

first and last talk of each day. Moreover, we convened a symposium on “Equality, diversity 951 

and equity in behaviour, ecology and evolution” with talks given by three invited speakers, 952 

and organised three half-day workshops given by external moderators in an attempt to foster 953 

engagement and critical dialogue on EDI issues among congress attendees. We organised 954 

workshops on two different topics: one on unconscious bias and one on inclusive teaching in 955 

higher education. The former workshop was given two times on the same day, independently 956 

from each other with different groups of workshop attendees. Lastly, we offered the option to 957 

congress attendees to print their pronouns on their nametags, in an attempt to avoid 958 

misgendering among congress attendees and to build an inclusive culture for non-binary 959 

people. 960 

 961 

Pre-congress survey 962 

 963 

Congress attendees were asked to fill in a voluntary online survey on their social identity 964 

when registering for the congress. The survey included questions on: (i) their pronouns, (ii) if 965 

they identified as lesbian, gay, bisexual, transgender, queer, intersex or any other non-966 

heterosexual, non-heteroromantic, or non-cisgender identity (LGBTQ+), (iii) their nationality, 967 

and (iv) if they have any dis-/para-bilities. 968 
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Question-asking study 969 

 970 

We collected data on question-asking behaviour during Q&A sessions at the congress. 971 

Although it is important to understand disparities in question-asking behaviour among 972 

multiple social identities as well as the intersections of those identities, we focused only on 973 

gender disparities due to logistical and practical reasons, as this was the most conspicuous 974 

identity that could be perceived in a real-life setting. We observed the question-asking 975 

behaviour of the participants of 67 oral sessions at the congress.  976 

 977 

A total of 25 observers (organising committee members, students and/or colleagues) collected 978 

data on question-asking behaviour across the five days of talks. Observers were randomly 979 

allocated to collect data in oral sessions within the timeframe of their availability. When 980 

collecting data, observers conducting the study were seated in the back corner(s) of the lecture 981 

hall to obtain a better overview of the audience and to reduce our visibility when counting the 982 

number of people in the audience (see below). In 32 of the 67 sampled sessions (48%), data 983 

were gathered by multiple observers to evaluate inter-observer reliability (hereafter referred 984 

to as “double-sampled sessions”). Sessions were held in lecture halls of three different sizes: 985 

small (63-77 seats), medium (102-132 seats) and large (308-404 seats). Because it is difficult to 986 

observe people in large lecture rooms while remaining stationary, sessions held in large rooms 987 

were always sampled by two observers, where some variables were collected by one observer 988 

but not the other and vice versa (see below). Therefore, data collection in a double-sampled 989 

session in a large room was done by four people.  990 

 991 

We collected data on the perceived gender (female, male, other) and perceived age class (< 35, 992 

35-50, or > 50 years) of session hosts, speakers and questioners (see below). We acknowledge 993 

that inferring someone’s gender and/or age based on their appearance is subjective and prone 994 

to error. We therefore elaborate on our methods used to infer gender and age at the end of 995 
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this section. Data were collected at three different levels: per session, per talk and per question 996 

as described below.  997 

 998 

Data collected per oral session 999 

 1000 

For each oral session, we noted down the gender, career stage and age class of the session 1001 

host, as well as three meta-data variables including the day of the congress (day 1-5), lecture 1002 

hall (1-9), and whether the session was part of a general oral session or symposium. Although 1003 

general oral sessions were hosted by just one person, a symposium could be hosted by up to 1004 

three session hosts. If a symposium was hosted by more than one person, we focused on the 1005 

host that led the Q&A session. If multiple hosts led the Q&A session, or if the hosts swapped 1006 

roles, this was noted down and accounted for in the relevant analyses as described below.  1007 

 1008 

Data collected per talk 1009 

 1010 

At the start of each talk, the total audience size was counted, as well as the total number of 1011 

men in the audience. Because more women than men registered for the congress, we counted 1012 

only the men in order to accelerate the counting process. The session hosts, speaker, observers 1013 

and technical assistants were excluded from these counts. We noted down if there was any 1014 

uncertainty in the number of people counted due to, for example, the view of the observer 1015 

being partially blocked, people sitting in areas out of sight to the observer, or limited light in 1016 

the room. Similar to above, the gender, career stage and age class of the speaker were 1017 

recorded. In addition, the duration of the Q&A session was recorded in minutes and we also 1018 

noted occasions when the speaker talked for longer than their allocated time slot. 1019 

 1020 

 1021 

 1022 

 1023 
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Data collected per question 1024 

 1025 

For each question asked after each talk, we counted the total number of people and the total 1026 

number of men who raised their hands to ask a question. Because it was more difficult to 1027 

reliably count all of the people who raised their hands in large rooms, two observers were 1028 

always present in the large rooms (and four people in double-sampled large rooms). One of 1029 

the two observers counted the total number of people raising their hands and the other 1030 

observer counted only the number of men who raised their hands. For each person who asked 1031 

a question, the following data were collected: the gender of the person asking the question, 1032 

age class of the questioner, if they showed appreciation towards the speaker (e.g. “Thank you 1033 

for the interesting talk”) and whether the question contained criticism and/or a 1034 

counterargument. Lastly, the observers noted down if one of the following situations 1035 

occurred: a person asked a question without raising their hand (“jumper“), the session host 1036 

asked the question, the speaker chose who asked the question instead of the session host, an 1037 

observer asked a question, a person asked multiple questions in one turn, or a person asked 1038 

multiple questions in one Q&A but not consecutively. 1039 

 1040 

Data collected during plenary talks 1041 

 1042 

Plenary talks were held in a different building with a large lecture hall containing 638 seats 1043 

and were not run in parallel with any of the other congress activities. Due to the difficulty of 1044 

counting the number of people sitting down and raising their hands in this large lecture room, 1045 

we only collected data on the gender of the people asking questions. At least two observers 1046 

collected data during plenary talks, and the gender and number of questions for plenary talks 1047 

were manually cross-checked based on the notes taken by each observer.  1048 

 1049 

 1050 

 1051 
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Inferring gender 1052 

 1053 

The gender of session hosts, speakers and questioners was inferred from the pronouns printed 1054 

on their nametags as well as mentions of their pronouns (e.g. shown on a speaker’s title slide). 1055 

If the name tag could not be read from a distance, but if we did know the person’s name 1056 

(which was the case for session hosts and speakers) and if they had consented to print their 1057 

pronouns on their name tags during congress registration, we confirmed a person’s pronouns 1058 

based on the registration sheets. For questioners and hosts and speakers who did not opt to 1059 

print their pronouns on their name tags, we inferred gender from visual appearance (e.g. hair 1060 

length, clothing, voice pitch, body size, name if stated when asking the question). We 1061 

acknowledge, however, that (i) inferring a person’s gender based on their appearance is 1062 

flawed (and we address our accuracy of inferring gender in S1 Methods 1) and that (ii) gender 1063 

identity and pronouns can be independent of each other, as not every woman uses she/her 1064 

pronouns, not every man uses he/him pronouns, and not every non-binary person uses 1065 

they/them pronouns, which is a topic that we also address in S1 Methods 1.  1066 

 1067 

Inferring career stage and age 1068 

 1069 

The information used to characterise the career stage of a session host and speaker was their 1070 

title and/or academic position, which speakers regularly mentioned at the start or end of a 1071 

talk, and session hosts when introducing themselves. If there was no mention of the session 1072 

host or speaker’s career stage, we attempted to find this information after the congress based 1073 

on publicly available data (e.g. using Twitter/X, ResearchGate, and university websites). 1074 

 1075 

To estimate the career stage of a person without any such confirmation, we estimated the age 1076 

of session hosts, speakers and questioners. We classified people into three age categories: 1077 

under 35, between 35 and 50, and above 50 years of age based on their appearance (facial 1078 

features, hair colour, voice, clothing). We instructed observers to be careful not to bias their 1079 
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age estimation by a person's career stage if this was known, as age and career stage are not 1080 

always directly linked to each other.  1081 

 1082 

Experimental manipulation of session host choice 1083 

 1084 

We investigated if the session host’s choice of questioner can help overcome gender disparity 1085 

in question-asking probability. For a subset of sessions (40 sessions, 62.5%), we manipulated 1086 

the behaviour of the session host. We used stratified random assignment of session hosts to 1087 

either an unmanipulated or manipulated session. If the session host was part of the organising 1088 

committee, they were automatically assigned to a manipulated session because they were 1089 

aware of the study and its purposes, and consequently they might be biased if assigned to an 1090 

unmanipulated session. The hosts of unmanipulated sessions were unaware of our study and 1091 

were not contacted prior to the congress about the study. Two weeks prior to the congress, 1092 

the hosts of manipulated sessions were asked by email if they wanted to participate in our 1093 

study, without mentioning the exact goal or describing the tasks in detail. If the session host 1094 

agreed, they were given instructions specific to their session. If the session host declined to 1095 

participate (n = 2), we did not sample that session and swapped data collection with a session 1096 

whose host agreed to participate. 1097 

 1098 

In manipulated sessions, the host was instructed for each talk within that session to assign the 1099 

first question of the Q&A to either a woman or a man, resulting in two possible conditions. 1100 

The conditions were randomly assigned across all of the talks in all of the manipulated 1101 

sessions, ensuring an overall equal distribution of the two conditions over all sampled talks 1102 

but not necessarily an equal distribution of the two conditions within a manipulated session. 1103 

If the raising of hands did not meet the experimental condition (e.g. the condition was the first 1104 

question given to a woman, but no women raised their hands), the hosts were instructed to 1105 

select a person as they normally would. 1106 

 1107 
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Hosts successfully assigned the first question to the assigned gender in 102 talks (48 to a 1108 

woman, 54 to a man). The manipulation was unsuccessful in 106 talks either because nobody 1109 

of the assigned gender raised their hand (n = 63) or because of other unknown reasons (n = 1110 

43). 1111 

 1112 

Data curation and validation 1113 

 1114 

A number of steps were taken to curate the collected data on question-asking into the final 1115 

dataset used for analyses, which are described in detail in the S1 Methods 2. Briefly, we 1116 

checked whether data collected in double-sampled sessions had a good inter-observer 1117 

reliability. Indeed, agreement between observers was “good” to “almost perfect” for all of the 1118 

variables except for age which had “moderate” to “substantial” agreement (S1 Methods 3). 1119 

Due to the low reliability of our age estimates, we did not investigate the effect of age on 1120 

question-asking probability. 1121 

 1122 

Because there were slight differences in how certain situations were noted down by observers 1123 

of double-sampled sessions, we manually checked and corrected the data when the observers 1124 

appeared to disagree over the number of questions that were asked (9 talks). After manual 1125 

correction, data from different observers of the same session were combined using a 1126 

conditional workflow dependent on the variable as described in the S1 Methods 4. Briefly, (i) 1127 

if observers disagreed on the inferred gender of a person, we discarded the data; (ii) we took 1128 

the mean of audience number estimations; (iii) we used the maximum of the number of hands 1129 

raised, and (iv) we assumed that disagreement on the variables that recorded whether 1130 

something was or was not done or said (e.g. a questioner appreciating the speaker) was due 1131 

to one observer having missed it or forgetting to not it down rather than the other observing 1132 

taking note of something that did not happen or was not said.  1133 

 1134 

 1135 
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Statistical analyses of behavioural data on question-asking 1136 

 1137 

To test whether there was a gender disparity in question-asking probability, we built a series 1138 

of generalised linear mixed effect models (GLMMs) using the R package lme4 v1.1 (79). Unless 1139 

indicated otherwise, the data used to construct the models below excluded sessions where we 1140 

manipulated session host behaviour, as well as questions that were follow-up questions by 1141 

the same person, questions asked by the session host, or questions asked by people who did 1142 

not raise their hands (jumpers). For clarity, a summary of the models that use the 1143 

observational data can be found in S2 Table 12, which includes a clarification of the subset of 1144 

the data used, the research question it addresses, and the formula written in lme4 syntax (79). 1145 

 1146 

The first model (QA.1) tested whether women ask fewer questions than men do in regular 1147 

oral sessions. We fitted a binomial GLMM to the perceived gender of the questioner (1 = 1148 

female, 0 = male). Under the null hypothesis, we would expect that the proportion of 1149 

questions asked by women is equal to the proportion of women in the audience. This would 1150 

therefore mean that the audience consists of 60% women, the null hypothesis is that 60% of 1151 

questions are asked by women. Therefore, we corrected for the gender proportion of the 1152 

audience by specifying the offset argument in the GLMM as the logit of the proportion of 1153 

women in the audience. We corrected for the non-independence of talks within a session by 1154 

including the random effect of talk ID nested within session ID. If the resulting intercept was 1155 

significantly negative, this would indicate that women asked fewer questions than men did. 1156 

We repeated this analysis with a conservative subset of the data that excluded any questions 1157 

where there was uncertainty in the data, for example because the observer could not count 1158 

the audience reliably (QA.1c).  1159 

 1160 

We also tested for gender disparity in question-asking probability in the plenary sessions only. 1161 

A similar GLMM was fitted as described above (QA.1) using the observational data collected 1162 

during plenary talks, where the dependent variable was the inferred gender of the questioner 1163 

and a random effect was included for plenary ID (QA.1p). Because of the large audience and 1164 
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room size, it was not possible to accurately count the number of women and men in the 1165 

audience. Therefore, instead of correcting for the proportion of the women in the audience, 1166 

we corrected for the gender proportion by using the proportion of women who registered for 1167 

the congress, assuming that the vast majority of registrants attended the plenary sessions.  1168 

 1169 

Next, we used a similar model structure to model QA.1 to address what conditions can 1170 

encourage women to ask questions. Specifically, we tested for the effects of the following five 1171 

variables on the gender disparity in question-asking probability: (a) the gender of the speaker 1172 

(male, female or non-binary), (b) the gender proportion of the audience (where 1 would 1173 

theoretically indicate a 100% female audience), (c) the gender of the session host (male, female 1174 

or non-binary), (d) the total size of the audience, and (e) the size of the room (small, medium 1175 

or large), further referred to as models QA.1a – QA.1e respectively. We constructed five 1176 

binomial GLMMs using the inferred gender of the questioner as the dependent variable and 1177 

one of the five variables as an independent variable. We again corrected for the gender 1178 

proportion of the audience using the offset function as described above and included the 1179 

random effect of talk ID nested within session ID. For the model that tests for the gender of 1180 

the session host (QA.1c), we excluded sessions where there were multiple session hosts who 1181 

alternated leading the Q&A. We determined whether a variable was a significant predictor of 1182 

the likelihood that a woman asked a question by conducting a likelihood-ratio test (LRT) using 1183 

the anova function from the stats R package v4.3.2 (80), which compared the model in question 1184 

with the null model that only included the intercept (QA.1).  1185 

 1186 

How does a gender bias in question-asking arise? 1187 

 1188 

Women might ask fewer questions than men do due to two different reasons: women raise 1189 

their hands less often than men do, or women are chosen less often to ask their question by 1190 

session hosts when they do raise their hands. We tested which reason was the most probable 1191 

cause for the gender disparity in question-asking probability by fitting two GLMMs.  1192 

 1193 
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The first GLMM (QA.2) evaluated whether women raised their hands less often than men did 1194 

by fitting the number of hands raised by women and men as the response variable using the 1195 

cbind function. Similar to above, we corrected for the gender proportion of the audience by 1196 

specifying the offset argument as the logit of the proportion of women in the audience. Again, 1197 

we used a binomial error distribution and corrected for the non-independence of talks within 1198 

a session by including the random effect of talk ID within session ID. Under the null 1199 

hypothesis, we expected that the number of hands raised by women and men would be 1200 

proportional to the number of female and male audience members respectively. If the 1201 

resulting intercept was significantly negative, this would indicate that women raised their 1202 

hands less often than men did. 1203 

 1204 

The second GLMM (QA.3) evaluated whether women were chosen less often by session hosts 1205 

than men were by fitting the gender of the questioner as the response variable, but instead of 1206 

correcting for the gender proportion of the audience, we corrected for the proportion of 1207 

women out of those people who raised their hands. Under the null hypothesis, we expected 1208 

that the number of questions asked by women would be proportional to the number of 1209 

women who raised their hand. We therefore specified the offset argument as the logit of the 1210 

proportion of women out of the people who raised their hands. For this analysis, we only used 1211 

a subset of the data where the session host could make a choice between allocating the 1212 

question to a man or women, meaning that the subset only included situations where at least 1213 

one woman and one man raised their hand. We again used a binomial error distribution and 1214 

corrected for the non-independence of talks within a session by including the random effect 1215 

of talk ID within session ID. If the resulting intercept was significantly negative, this would 1216 

indicate that women were chosen less often to ask their question than men were. 1217 

 1218 

 1219 

 1220 
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Do women ask more questions if other women have asked questions 1221 

previously in the Q&A? 1222 

 1223 

Session hosts can potentially help to reduce the gender disparity in question-asking 1224 

probability by selecting women to ask the first question, and/or by encouraging other women 1225 

to raise their hands and ask questions. We tested whether the gender of the first questioner 1226 

affected the probability of (i) a woman asking a question compared to proportion of women 1227 

in the audience, (ii) a woman raising their hand and (iii) a woman being chosen to ask their 1228 

question compared to the proportion of people raising their hand who are women by fitting 1229 

three different binomial GLMMs to unmanipulated talks only. We used similar models to 1230 

QA.1 (the response was the gender of the questioner, corrected for the gender proportion of 1231 

the audience), QA.2 (the response was the gender of the people who raised their hands, 1232 

corrected for the gender proportion of the audience), and QA.3 (the response was the gender 1233 

of the questioner, corrected for the proportion of women out of the people who raised their 1234 

hands), respectively. Additionally, we excluded the first question asked in each Q&A session 1235 

from the dataset and used the gender of the first questioner as a fixed effect instead, as the 1236 

gender of this first questioner was our variable of interest. We removed the intercept (by 1237 

adding -1 to the formula) to allow for an easier interpretation of the output. For clarity, a 1238 

summary of the models that address the effect of the gender of the first questioner can be 1239 

found in S2 Table 13, which includes a clarification of the subset of the data used, the research 1240 

question it addresses, and the formula written lme4 syntax (79). 1241 

The three models were fitted using two separate datasets, first using the data collected in 1242 

unmanipulated sessions only (QA.4u-QA6u respectively) and second using data collected in 1243 

manipulated sessions where the first question was successfully assigned according to the 1244 

condition of the manipulation (i.e. a woman or man asked the first question as instructed, 1245 

QA.4m-6m respectively). We repeated all six GLMMs with a subset of the data that only 1246 

included the second question asked in each session (QA.4u.2 - QA.46u.2 and QA.4m.2 - 1247 

QA.46m.2 respectively) rather than all questions asked after the first one. These models helped 1248 
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us determine whether the gender of the first questioner only affected the probability that only 1249 

the next question was asked by a woman, rather than all questions in the remainder of the 1250 

session. To test whether the gender of the first questioner had a significant effect on the 1251 

response variable, we compared the fit of the model to a null model that only included the 1252 

random factors using an LRT.  1253 

All of the models described above excluded follow-up questions by the same questioner, cases 1254 

where the speaker assigned the question rather than the host, questions asked by the session 1255 

host, questions asked by jumpers, and questions where the gender of the questioner or the 1256 

proportion of women in the audience was unknown. The models using the number of hands 1257 

raised (QA.2, QA.3, QA.5u, QA.5m, QA.6u, QA.6m) also excluded cases where the number of 1258 

women and/or men raising their hands was unrecorded (e.g. because the observer did not 1259 

see it) or when no hands were raised. The models where the probability of being chosen to 1260 

ask a question was investigated (QA.3, QA.6m, QA.6u) excluded cases where only men or 1261 

only women raised their hands, as here the host could not choose whether a woman or man 1262 

got to ask their question. The model estimates (predicted log-odds) were obtained from Wald 1263 

tests using the summary function in lme4 v1.1-35.5 and back-transformed to probabilities 1264 

(inverse logit) using the plogis function in stats v4.4. We additionally obtained profiled 1265 

confidence intervals using the confint function in stats v4.4. A probability was considered to 1266 

be significantly different from the expected probability under the null hypothesis (no gender 1267 

disparity, probability = 0.5) if the p-value of the Wald test was lower than 0.05 and if the 1268 

corresponding 95% confidence intervals did not overlap zero. 1269 

Other gender disparities in oral sessions 1270 

 1271 

We further investigated whether men or women have a higher probability to: (i) ask a question 1272 

without being chosen to (i.e. being a “jumper”), (ii) speak for longer than their allocated time, 1273 

(iii) give and/or receive a compliment after an oral presentation and (iv) ask and/or receive 1274 

critical questions. We investigated which variables of interest (e.g. gender, career stage 1275 

dependent on the dependent variable) were significantly associated with the probability that 1276 
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one of the four mentioned cases occurred by constructing a binomial GLMM for each of the 1277 

dependent variables of interest (S2 Table 14). Statistical significance of the variable was 1278 

inferred from an LRT which determined whether including the variable significantly 1279 

improved the fit of the model compared to the null model that did not include the variable. 1280 

Only statistically significant predictors (LRT p-value < 0.05) were retained in the final model. 1281 

In all of these models, we included the random effect of talk ID nested in session ID. The 1282 

results of these models are described in S1 Results 1.  1283 

 1284 

Post-congress survey 1285 

 1286 

Three days after the end of the congress, we advertised a post-congress survey on the congress 1287 

website, Twitter/X and e-mailed this to people that registered for the congress or signed up 1288 

for the newsletter. The survey was filled in by 391 people (approx. 45% of all attendees) and 1289 

included sections with questions on (a) social identity (gender, pronouns, age, career stage, 1290 

LGBTQ+, nationality, affiliation), (b) congress-related questions on attendance, (c) self-1291 

assessment of one’s expertise and comfort speaking English, (d) conference experience, (e) 1292 

question-asking, (f) attendance of and feedback on EDI-related activities such as the 1293 

symposium and workshops, (g) perceived equality at the congress and in the field of 1294 

behaviour, ecology and evolution in general, (h) childcare (was childcare used and how 1295 

important was the offer for free childcare to the attendee), (i) dis/para-ability (do you have a 1296 

dis/para-ability and was this adequately accommodated for) and (j) qualitative feedback. 1297 

People that did not attend the congress were also able to fill in a shortened version of the 1298 

survey that only asked for their social identity variables and reasons why they did not attend. 1299 

As very few non-attendees filled out the survey (n = 3), we do not report these results. At the 1300 

start of the survey, respondents were asked to consent to their data being used for research, 1301 

and answering the questions was optional.  1302 

 1303 



 50 

Prior to the statistical analyses, we simplified and processed a number of variables obtained 1304 

from the personal details section of the post congress survey (section a). First, we condensed 1305 

the career stages into three categories: early-career (BSc students, MSc students, post-1306 

graduates, and PhD students), mid-career (postdocs, lecturers, and researchers), late-career 1307 

(associate professors, assistant professors, and full professors) and “other” (applied scientists, 1308 

non-academics, retired scientists, technicians, etc.). Second, we added a variable expatriate 1309 

status (“expat”), which indicated whether the country of affiliation is the same as the country 1310 

of nationality (same = no expat, not the same = expat). We acknowledge that this variable is 1311 

imperfect and only provides a contemporary snapshot of someone's expat status, yet it serves 1312 

as an indicator of cultural exposure. Third, we categorised all countries (nationalities and 1313 

affiliations) into the continents for simplification purposes and due to unequal and sometimes 1314 

small sample sizes per country. People who indicated multiple countries of nationality (n = 6) 1315 

were excluded from all analyses as the countries were often located in different continents. 1316 

From here onwards, we collectively refer to gender, career stage, sexual and gender identity 1317 

(LGBTQ+), nationality, affiliation and expat status as the “social identity variables”. We also 1318 

tested for the effect of expertise rating (Likert-scale response to “I am an expert in my field”) 1319 

and the effect of English comfort (Likert-scale response to “I feel comfortable speaking in 1320 

English”) and collectively refer to these variables as the “controlling” variables. Both of these 1321 

responses were measured on a 7-point Likert scale which indicated to what extent people 1322 

agreed, ranging from “Strongly disagree” (1) to “Strongly agree” (7), where 4 would indicate 1323 

a neutral attitude. For clarity, a summary of the models that use the data collected in the post-1324 

congress survey can be found in S2 Table 15, which includes the research question it 1325 

addresses, and the formula written lme4 syntax (79). 1326 

 1327 

Gender effects on question-asking motivation and hesitation 1328 

 1329 

In section e) of the post-congress survey, we collected data on question-asking behaviour. 1330 

First, we asked whether participants asked one or multiple questions during the Q&A sessions 1331 

at the congress (yes/no). We tested whether gender was predictive of a person having asked 1332 
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a question during the congress by fitting a binomial GLM to the response to this question as 1333 

the dependent variable and using self-reported gender as the independent variable. We used 1334 

an LRT to evaluate whether gender was a significant predictor of the probability that a person 1335 

asked a question. 1336 

 1337 

Second, we asked which factor(s) motivated attendees to ask a question:  1338 

1) “Interest in the topic”  1339 

2) “Making my voice heard”  1340 

3) “Appraising the speaker’s work” 1341 

4) “Deeper understanding”  1342 

5) “Showing the audience and speaker my understanding of the topic” 1343 

6) “Relevance for my own research”.  1344 

 1345 

Next, we asked which factor(s) contributed to their hesitation to ask a question during the 1346 

Q&A sessions:  1347 

1) “Not feeling clever enough”  1348 

2) “Afraid I misunderstood the content of the presentation”  1349 

3) “I felt intimidated by the speaker”  1350 

4) “I felt intimidated by the audience”  1351 

5) “I felt intimidated by the setting (e.g. size of the room)”  1352 

6) “I felt intimidated by the session chair”  1353 

7) “I did not think my question was relevant/important”  1354 

8) “Afraid I would not be able to phrase/articulate my question well”  1355 

9) “I did raise my hand but was not chosen to ask a question”  1356 

10) “There was no time left to ask my question”  1357 

11) “I am too much of an introvert”  1358 

12) “I would rather ask my question after the session one-to-one with the speaker” 1359 

13) “I did not have the confidence”  1360 
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Note that hesitation number 9 is presented separately from the other hesitations in the results, 1361 

as the response to this hesitation was used in combination with the observational data to 1362 

understand whether women ask less questions because they were chosen less often by the 1363 

session hosts than men. 1364 

 1365 

Lastly, we presented a series of statements to identify which conditions might make people 1366 

feel more comfortable to ask a question:  1367 

1) “I feel comfortable asking questions during Q&A sessions“ 1368 

2) “I feel more comfortable asking questions to a speaker who is of my own gender” 1369 

3) “I feel more comfortable asking question when my own gender is represented in the 1370 

audience” 1371 

4) “I feel more comfortable asking questions when the audience is smaller”  1372 

5) “I feel more comfortable asking questions when the session host is of my own 1373 

gender” 1374 

6) “I feel more comfortable asking questions when I know the speaker”.  1375 

Similar to above, survey participants indicated on a 7-point Likert scale to what extent they 1376 

agreed with the six statements, where the scale ranged from “Strongly disagree” (1) to 1377 

“Strongly agree” (7), where 4 would indicate a neutral attitude. 1378 

 1379 

We built two sets of models to identify what motivations, hesitations and conditions were 1380 

more important for some gender identities than for others, and consequently which 1381 

motivations, hesitations and conditions were the best predictors of whether a person asked a 1382 

question at the congress or not. First, we only selected motivations and hesitations that were 1383 

ticked at least 15 times in general. Next, we identified which factors out of the selected 1384 

motivations, hesitations and conditions were significantly affected by gender. Separately for 1385 

each motivation and hesitation, we then built binomial generalised linear models (PCS.1, S2 1386 

Table 15) using the lme4 R package v1.1.35.3 (Bates et al., 2015). The binary response of 1387 

whether this motivation or hesitation was applicable or not (1 = yes, 0 = no) was used as the 1388 

dependent variable, and gender was used as an independent variable (female, male or non-1389 
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binary) as well as career stage (early-, mid-, late-career stage). For the ordinal condition 1390 

responses, we built one ordered logistic regression (OLR) model for each one of the conditions 1391 

with the R package MASS (81). To investigate whether gender had a significant effect on the 1392 

response variable, we compared the fit of the model to a null model that only included the 1393 

intercept using an LRT. We applied a multiple testing correction to all motivation, hesitation 1394 

and condition LRTs collectively using the false discovery rate (FDR, Benjamini and Hochberg, 1395 

1995).  1396 

 1397 

Next, we asked which of the motivations, hesitations and conditions affected the probability 1398 

that the person asked a question during the congress. For this, we built 24 separate binomial 1399 

linear models (PCS.2, S2 Table 15) using lme4, where the binary response whether the person 1400 

asked a question during the congress (1 = one or multiple questions asked, 0 = no questions 1401 

asked) was used as a dependent variable and the response of the 1402 

motivation/hesitation/condition as the independent variable. We further included both 1403 

gender and career stage in the models to account for potential direct effects of these variables 1404 

on the probability that a person asked a question independent from the 1405 

motivation/hesitation/condition. Again, we evaluated whether the 1406 

motivation/hesitation/condition had a significant effect on question-asking probability using 1407 

an LRT which compared the fit of the model to a null model that only included the intercept 1408 

and applied an FDR correction to the LRT outputs of all 24 models collectively. 1409 

 1410 

How did different social identities and people with different levels of 1411 

expertise and English comfortability experience the conference? 1412 

 1413 

We next identified which social identity and/or controlling variable(s) explained variation in 1414 

congress experience. Post-congress survey participants indicated on a 7-point Likert scale 1415 

(similar to above) to what extent they agreed with the following three statements about their 1416 

congress experience:  1417 
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1) “I felt heard during the conversations I had, both during Q&A sessions and social 1418 

activities” 1419 

2) “I felt comfortable being myself” 1420 

3) “Attending the Behaviour 2023 congress helped me feel like I belong in my research 1421 

field” 1422 

We built ordinal logistic regression (OLR) models to the responses to each of the three 1423 

statements (PCS.3, PCS.4 and PCS.5 respectively, S2 Table 15) using the polr function from the 1424 

R package MASS (81). First, we identified which of the social identity variables significantly 1425 

improved the fit of the models by fitting six separate models for each statement, with one of 1426 

the social identity variables included as an independent variable. A significant social identity 1427 

was identified using an LRT which compared the model that included the social identity 1428 

variable to a null model that only included the intercept. In addition to identifying significant 1429 

social identity variables, we also fitted expertise rating and English comfort rating as potential 1430 

confounding variables and assessed if they improved the fit of the models using an LRT. Only 1431 

variables that significantly improved the fit of the model (i.e. the p-value of the LRT was less 1432 

than 0.05) were included in the final model for that conference experience statement. We 1433 

conducted a Wald test using the coeftest function from the R package lmtest v0.9-40 (82) to 1434 

generate coefficients, standard errors and p-values, and the confint function from the same 1435 

package to generate the corresponding confidence intervals. 1436 

 1437 

Perceptions of equity, diversity and inclusivity among congress 1438 

attendees (statistical analyses) 1439 

 1440 

Similar to the analysis of congress experience, we investigated which social identity and/or 1441 

controlling variable(s) explained variation in how attendees perceived EDI issues in the 1442 

context of the congress and the broader research field. Survey participants indicated on a 7-1443 

point Likert scale to what extent they agreed with three statements about perceived EDI 1444 

issues:  1445 
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1) “I think the Congress attendees represented the diversity of researchers in our field” 1446 

2) “Our research field experiences equity, diversity and inclusion related issues (e.g. 1447 

racism, homophobia, harassment, bullying etc)”  1448 

3) “I think the questions asked after the talks were equally divided across genders'' 1449 

 1450 

We took a similar approach as described above: (i) we fitted OLR models to the responses of 1451 

each of the three EDI issue perception statements (PCS.6, PCS.7 and PCS.8 respectively, S2 1452 

Table 15), (ii) we identified which of the social identity variable(s) were significantly 1453 

associated with the response to the statement by conducting LRTs that compared the model 1454 

for that social identity or controlling variable against a null model that did not include the 1455 

variable, (iii) we built the final model to include only social identity variables that significantly 1456 

improved the fit of the model. In addition to identifying significant social identity variables, 1457 

we also fitted age and English comfort rating as potential confounding variables and assessed 1458 

if they improved the fit of the models using an LRT. 1459 

 1460 

Qualitative analysis of open-ended questions 1461 

 1462 

In the post-congress survey, participants were asked to respond to an open-ended question 1463 

with their feedback or opinions on the congress. Of the 391 number of total respondents, 48% 1464 

(n = 191) provided a response to this question, of which 185 could be coded into their 1465 

respective sentiments.  1466 

 1467 

We used Qualitative Content Analysis methodology (83) to code the open-ended responses. 1468 

Codes were assigned to the main elements (distinct pieces of information that convey a 1469 

particular idea; e.g. organisation, provision for accessibility, etc.) in the responses. These 1470 

elements were further tagged with the sentiments expressed as being ‘Positive’ (e.g. well 1471 

organised, good focus on EDI), ‘Negative’ (e.g. tight schedule/inadequate scheduling, inadequate 1472 

provisions for accessibility) or providing a ‘Suggestion’ (e.g. alternative scheduling, search 1473 

function in abstracts). Since multiple respondents provided extensive responses to the 1474 
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question, each response could therefore have more than one code and/or sentiment expressed 1475 

in it. This preliminary coding was done by two independent people (both members of the 1476 

research team) who coded all of the responses. The coders then discussed misalignments in 1477 

coding until a consensus was achieved for all of the responses. At the end of this phase, we 1478 

had 824 coded elements across 78 codes. These codes were then aggregated based on their 1479 

similarity. At the end of this phase, we had 24 codes (8 in each sentiment).  1480 

 1481 

All statistical analyses were implemented in R v.4.3.2 (80) using RStudio v. 2023.09.1. Data 1482 

were visualised using the packages ggplot2 v3.5.1 (84), cowplot v1.1.3 (85) and viridis v0.6.5 1483 

(86). 1484 

 1485 

Data and code availability 1486 

 1487 

All anonymized data for the pre-congress survey, question-asking behaviour and post-1488 

congress survey can be found on https://github.com/rshuhuachen/ms_edi_behaviour23 1489 

and Zenodo https://zenodo.org/records/13825175 with DOI 10.5281/zenodo.13825175. 1490 

These repositories also include all code used to analyse the data and additional documents 1491 

shared to increase transparency and reproducibility, such as the Code of Conduct and the 1492 

protocol used for collecting data on question-asking behaviour. Although all respondents of 1493 

the post-congress survey consented to their data being used for research anonymously, did 1494 

not publish the qualitative feedback that was part of the survey as anonymity cannot be 1495 

guaranteed. A summary of the entire workflow, including the code and results, can be found 1496 

on https://rshuhuachen.github.io/ms_edi_behaviour23/. 1497 
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S2 Table 1. Model output for question-asking models based on both behavioural and 1784 

survey data. The models investigated gender disparities in question-asking (QA), raising 1785 

hands (RH) or being chosen to ask a question (GC), where some QA models were given a 1786 

name in the Methods and are indicated in the table in parenthesis. For the models using 1787 

behavioural data (BD), the intercepts are indicative of a gender disparity. For the models using 1788 

survey data (SD), we tested whether including gender improved model fit using an LRT and 1789 

additionally computed a Wald test. Bold numbers indicate statistical significance (p < 0.05). 1790 

One observation in the BD represents a single question, whereas one observation in the SD 1791 

represents a single response. Abbreviations: O = observations, T = talks, IC = intercept. 1792 

 1793 

S2 Table 2. Model output for gender differences in question-asking motivation and 1794 

probability based on post-congress survey data. We first tested which motivations were 1795 

significantly influenced by gender using LRTs and consequently conducted Wald tests (left). 1796 

We next tested which motivations were predictive of the probability that a person asked a 1797 

question during the congress, also using LRTs and Wald tests (right). Bold numbers indicate 1798 

statistical significance (p < 0.05). 1799 
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S2 Table 3. Model output for gender differences in question-asking hesitation and 1801 

probability based on post-congress survey data. We first tested which hesitations were 1802 

significantly influenced by gender using LRTs and consequently conducted Wald tests (left). 1803 

We next tested which hesitations were predictive of the probability that a person asked a 1804 

question during the congress, also using LRTs and Wald tests (right). Bold numbers indicate 1805 

statistical significance (p < 0.05). 1806 

 1807 

S2 Table 4. Model output for age differences in question-asking motivation and hesitation 1808 

based on post-congress survey data. This output is based on the same models presented in 1809 

S2 Table 2 and S2 Table 3, but here we report the estimates of the career stages. The reference 1810 

level was the early-career stage, against which both mid- and late-career stages were 1811 

compared. We only conducted a Wald test and did not correct for multiple testing, as career 1812 

stage was not our main variable of interest (but gender was). Bold numbers indicate statistical 1813 

significance (p < 0.05). 1814 

 1815 

S2 Table 5. Model output for variables affecting female question-asking probability using 1816 

the behavioural data. We tested whether including each variable significantly improves the 1817 

model fit using a likelihood ratio test (LRT) and additionally report model output of the Wald 1818 

test. 1819 

 1820 

S2 Table 6. Model output for gender effects on feeling comfortable asking questions using 1821 

the post-congress survey data. We tested whether including gender significantly improved 1822 

model fits using LRTs and additionally report model output for the estimates of female gender 1823 

compared to male gender using Wald tests. Bold numbers indicate statistical significance (p < 1824 

0.05). 1825 
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S2 Table 7. Model output testing gender effects of the first questioner on the probability 1827 

that a woman asks a question in the rest of the Q&A using all questions (except the first 1828 

one, Q1). We first tested whether including the condition significantly improved the model 1829 
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fit using LRTs and additionally report model output of Wald tests. Bold numbers indicate 1830 

statistical significance (p < 0.05). Abbreviations: T = talks, Q = questions, W = woman, M = 1831 

man, P = probability. 1832 

 1833 

S2 Table 8. Model output testing gender effects of the first questioner on the probability 1834 

that a woman asks the second question (Q2). We first tested whether including condition 1835 

(first question to a woman or first question to a man) significantly improved the model fit 1836 

using LRTs and additionally report model output of Wald tests. Bold numbers indicate 1837 

statistical significance (p < 0.05). Abbreviations: T = talks, Q = questions, W = woman, M = 1838 

man, P = probability. 1839 

 1840 

S2 Table 9. Model output for the three statements on congress experience. Univariate 1841 

models tested for the significance of each variable using LRTs and only variables that 1842 

significantly improved the model fit (indicated in bold) were included in the final model. Bold 1843 

numbers indicate statistical significance (p < 0.05). 1844 

 1845 

S2 Table 10. Model output for the three statements on EDI issue perception. Univariate 1846 

models tested for the significance of each variable using LRTs and only variables that 1847 

significantly improved the model fit (indicated in bold) were included in the final model. Bold 1848 

numbers indicate statistical significance (p < 0.05). 1849 

 1850 

S2 Table 11. Codes used for the qualitative analysis of open text responses. Both condensed 1851 

and expended codes are presented as well as their frequency the codes were expressed in the 1852 

responses. 1853 
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S2 Table 12. Models for the observational behavioural data. This table includes both the 1855 

research question each model addressed expressed verbally and in lme4 model syntax.  1856 
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S2 Table 13. Models for the effect of the gender of the first questioner. This table includes 1858 

both the research question each model addressed expressed verbally and in lme4 model 1859 

syntax. 1860 

 1861 

S2 Table 14. Dependent variables and predictors used to identify other gender disparities 1862 

in oral sessions. The results of this analysis are only presented in the Supplementary 1863 

Materials. 1864 

 1865 

S2 Table 15. Models for the post-congress survey data. This table includes both the research 1866 

question each model addressed expressed verbally and in lme4 model syntax. 1867 

 1868 

S2 Table 16. Conditional workflow used to combine data collected by different observers 1869 

of the same session.  1870 

 1871 

S2 Figure 1. Inter-observer reliability statistics for each variable collected on the three 1872 

different levels. Cohen’s Kappa and ICC statistics calculated for variables collected per 1873 

session (a), talk (b) and question (c). Vertical purple and red dotted lines indicate commonly 1874 

accepted thresholds for Cohen’s kappa (Cohen’s kappa > 0.8 = “near perfect”; Cohen, 1968) 1875 

and ICC (ICC > 0.75 = “good”; Koo & Li, 2016) respectively.  1876 
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Supporting Materials 1 

S1 File: Methods and Results  2 

S1 Methods 1 3 

 4 

Inferring gender 5 

Previous studies on gender disparities in question asking perceived gender through 6 

appearance only and have highlighted the limitations of this approach (50,52). We 7 

acknowledge that assuming a person’s gender identity based on their appearance is imperfect 8 

as i) observers might be biased in assessing another person’s gender identity due to cultural 9 

and personal differences, ii) a person’s gender expression, in terms of clothing and 10 

appearance, is not necessarily related to their gender identity, and iii) gender is non-binary 11 

and can be fluid, and making assumptions can wrongly categorise a person into a binary 12 

gender. Therefore, we hoped to prevent misgendering by offering the option for attendees to 13 

print their preferred pronouns on their nametags.  14 

 15 

However, not every person is comfortable having pronouns publicly shown, or does not want 16 

this printed because of other reasons. In practice the names were also difficult or impossible 17 

to read from a distance. Therefore, we did have to perceive the gender of people asking 18 

questions through their appearance. To evaluate how consistent the gender perceived by 19 

observers was with the preferred pronouns provided by congress attendees, we used the pre-20 

congress survey (i.e. the registration form) to perform a cross-check based on the gender data 21 

collected on session hosts and speakers for whom we knew the name and who consented to 22 

print their pronouns on their name tags and consented to us using their data for our study. In 23 

94% of these observations (305/325), the observers correctly inferred the gender of women 24 

and in 99% of observations this was correct for men (139/141), although the success rate was 25 

much lower for non-binary participants (27%, 3/11). If we were more likely to misgender 26 

men than women, we likely underestimated the gender disparity in question asking. If we 27 

were more likely to misgender women than men, we might have overestimated this gender 28 

disparity. So, if our ability to correctly perceive the gender of speakers and hosts is similar to 29 

our ability to perceive the gender of questions, this implies we are more likely to have 30 

underestimated the gender disparity. Nevertheless, we doubt that the occurrence of 31 

misgendering was high enough to have biased our conclusions.  32 

 33 



 2 

Pronouns versus gender 34 

Moreover, we acknowledge that gender identity and preferred pronouns are often 35 

interchangeable although there are subtle differences. Therefore, we used the post-congress 36 

survey to quantify this potential discrepancy. In the post-congress survey, we asked each 37 

person for their gender identity as well as their preferred pronoun(s). In 98.8% of cases, self-38 

identified women preferred she/her pronouns and 97.2% of self-identified men preferred 39 

he/him pronouns. Self-identified non-binary attendees used he/them, she/them or they/them 40 

pronouns.  41 

 42 

S1 Methods 2 43 

 44 

Data collection sheets were digitised by a team of nine student assistants. Despite the training 45 

of observers, complex situations occurred that were not anticipated, or situations were 46 

interpreted differently by the observers that sampled the same session. Consequently, 47 

inconsistencies between two observers sometimes occurred, for example in records of the 48 

number of questions that were asked during a Q&A. Because inconsistencies in the number 49 

of questions asked in a session made it difficult if not impossible to match up the data 50 

collected by two observers in the same session, we manually resolved these inconsistencies 51 

based on the notes taken. To ensure this manual curation was reliable and did not introduce 52 

mistakes based on subjective interpretations by single people, two data curators assessed the 53 

inconsistencies independently. The most common reason for disagreements in the number of 54 

questions asked was due to one questioner asking multiple questions, which was noted down 55 

inconsistently by observers. We manually corrected for this by adding a note on whether a 56 

question was a follow-up question (defined as a question that was asked by the same person 57 

consecutively, i.e. without a question being asked by another person in between) and 58 

excluded these follow-up questions in our analyses.  59 

 60 

In addition, there were certain sessions where collecting data was more difficult, for example 61 

when the room was very busy, making it difficult to estimate the audience size, or when the 62 

lighting in the room was suboptimal, making it difficult to estimate a person’s age or infer 63 

their gender. We added an additional binomial parameter to each datapoint to indicate 64 

whether there was any kind of uncertainty in the data collected, based on the notes taken 65 

during that session/talk/question. This allowed us to implement a conservative analytical 66 



 3 

approach in which we compared the results of models that included and excluded these 67 

‘unreliable’ data that included potential biases. The dataset excluding unreliable data of any 68 

kind is hereafter referred to as the “conservative dataset”.  69 



 4 

S1 Methods 3 70 

 71 

In 32 out of 67 sessions, multiple observers collected data on question-asking behaviour to 72 

quantify the reliability of our observations and consequently, the credibility of our data. To 73 

evaluate inter-observer reliability (IOR), we calculated the unweighted Cohen’s kappa (87) 74 

for nominal variables and the intraclass correlation coefficient (ICC) for numeric variables 75 

using a two-way agreement model implemented in the R package irr v.0.84.1 (88). The 76 

sessions that were double-sampled and took place in large lecture rooms were sampled by 77 

four observers, with the role of counting the number of men and people in total that raised 78 

their hands to ask a question being split between a pair of two observers. Thus, in double-79 

sampled sessions in large lecture rooms, all of the variables other than the number of hands 80 

raised were recorded by two pairs of observers rather than a single pair. Because the IOR 81 

statistic is calculated for a given number of observers and we aimed to calculate this statistic 82 

across all sessions regardless of room size, we treated the two pairs in large lecture rooms as 83 

two independent double-samples and thus only tested for the agreement within pairs and not 84 

between pairs.  85 

 86 

A Cohen’s kappa value between 0.40 and 0.60 is interpreted as “moderate” agreement, a 87 

value between 0.61 and 0.80 is interpreted as “substantial” agreement, and a value over 0.80 88 

is interpreted as “near perfect” (87). An ICC between 0.50 and 0.75 indicates “moderate” 89 

reliability, whereas a value between 0.75 and 0.90 indicates “good” reliability, and above 90 

0.90 “excellent” (89). Observers had an “almost perfect” agreement on gender (host gender 91 

Cohen’s kappa = 0.94, p < 0.001; speaker gender Cohen’s kappa = 0.96, p < 0.001; 92 

questioner gender Cohen’s kappa = 0.96, p < 0.001) and audience size (total audience size 93 

ICC = 0.96, p < 0.001; men in audience ICC 0.89, p < 0.001) and a “good” agreement on the 94 

duration of the Q&A (ICC = 0.83, p < 0.001). There was a “good” agreement on the number 95 

of hands raised in total (ICC = 0.77, p < 0.001) and by men only (ICC = 0.78, p < 0.001). 96 

However, observers had only a “substantial” agreement on host age (Cohen’s kappa = 0.69, p 97 

< 0.001) and speaker age (Cohen’s kappa = 0.64, p < 0.001), and only “moderate” agreement 98 

on the age of the questioner (questioner age Cohen’s kappa = 0.40, p < 0.001). 99 
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S1 Methods 4 100 

 101 

We combined the different observations of each parameter recorded in double-sampled 102 

sessions based on the conditions noted down in S2 Table 16. Due to the importance of gender 103 

and age for our analyses and the sensitivity of these data, we excluded any data points where 104 

the observers disagreed on these variables. If there was inconsistency on the noted number of 105 

hands raised by different observers, the most plausible explanation is that one of the two 106 

observers did not see one of the hands raised, and therefore we took the maximum number of 107 

raised hands. Similarly, if one observer noted down that a compliment was given to the 108 

speaker or that the speaker talked for longer than instructed, and the other observer did not, 109 

the most likely cause is that the other observer did not notice this or forgot to note it down. 110 

Lastly, interpreting a question as a challenge to the speaker might depend on the observer’s 111 

expertise on the subject and/or conscious and unconscious bias in interpreting the questioner, 112 

which might lead to two observers interpreting the question differently. However, if one of 113 

the two observers interpreted the question as challenging, it is likely that at least part of the 114 

audience as well as the speaker also ‘felt’ this. Therefore, we applied the same logic as above 115 

and only one of the two observers had to note the question down as challenging for us to 116 

include this in the curated dataset.117 
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S1 Results 1 118 

 119 

In addition to identifying a gender disparity in asking questions, we asked if there were 120 

gender disparities in other aspects of the oral sessions that were related to the content of the 121 

question, waiting for your turn to ask a question, and accurately timing your talk. First, we 122 

found that older questioners were less likely to compliment the speaker (e.g. “Thank you for 123 

your interesting talk”) compared to researchers estimated to be under 35 years old (estimate 124 

age category 35-50 = -0.61, p = 0.001; estimate age category > 50 = -0.49, p = 0.052). The 125 

probability that a person gave a compliment was highest at the start of the Q&A (estimate 126 

question number = -0.37, p < 0.001).  Older questioners were also more likely to ask a critical 127 

question compared to questioners estimated to be under 35 years old (estimate age category 128 

35-50 = 2.19, p < 0.001, estimate age category > 50 = 3.07, p < 0.001). Next, we found that 129 

jumping a question (i.e. asking a question without being chosen to do so) did not occur 130 

frequently (n = 18), but we did observe a non-significant but suggestive tendency for jumpers 131 

to be more likely male (estimate male questioner = 0.87, p = 0.10). Lastly, mid-career 132 

researchers were less likely to speak for longer than their allocated time slot (estimate mid-133 

career = -0.57, p < 0.001), whereas late-career researchers were more likely to speak 134 

overtime (estimate late-career = 1.10, p < 0.001) compared to early-career researchers. The 135 

probability of a speaker receiving a compliment or a critical comment was not affected by 136 

speaker gender nor career stage (LRT p-value < 0.05). 137 
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S2 File. Supplementary Tables and Figures 
S2 Table 1. 

 

Model Data # O LRT χ2 LRT p Reference 
level Term Estimate ± 

SE z Wald 
test p 

QA 
(QA.1) BD 350 (127 T) N/A N/A N/A IC -0.66 ± 0.11 -6.07 < 0.001 

QA 
(QA.1c) 

BD – 
conser-
vative 

60 (124 T) N/A N/A N/A IC -0.67 ± 0.11 -6.12 < 0.001 

QA 
(QA.1p) 

BD – 
plenary 342 (10 T) N/A N/A N/A IC -1.54 ± 0.31 -4.95 < 0.001 

QA SD 373 5.96 0.05 Male 
Female -0.49 ± 0.24 -2.01 0.04 

Non-
binary 0.92 ± 1.10 0.84 0.40 

RH 
(QA.2) BD 349 (127 T) N/A N/A N/A IC -0.58 ± 0.11 -5.45 < 0.001 

GC 
(QA.3) BD 99 (67 T) N/A N/A N/A IC -0.14 ± 0.23 -0.62 0.53 

GC SD 375 1.49 0.48 Male 
Female 0.26 ± 0.33 0.78 0.44 

Non-
binary 1.03 ± 0.88 1.17 0.24 
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S2 Table 2.  
 

Motivation 

Gender effect on motivation Motivation effect on probability of asking a 
question 

LRT 
χ2 

LRT 
FDR-q 

Female 
estimate ± 

SE 
z Wald 

test p 
LRT 
χ2 

LRT 
FDR-q 

Estimate 
± SE z Wald 

test p 

Relevance 
own 

research 
1.29 0.61 0.07 ± 0.23 0.31 0.75 0.03 0.91 -0.04 ± 

0.23 -0.17 0.87 

Making 
voice heard 5.95 0.13 -0.60 ± 

0.46 -1.30 0.19 7.03 0.02 1.68 ± 0.76 2.20 0.02 

Interest in 
topic 4.05 0.23 -0.53 ± 

0.38 -1.39 0.17 10.32 0.00 1.07 ± 0.34 3.15 0.00 
Deeper 
under-

standing 
0.84 0.69 -0.05 ± 

0.26 -0.19 0.85 3.94 0.09 0.51 ± 0.26 1.98 0.08 

Appreciate 
work 0.98 0.68 -0.24 ± 

0.27 -0.91 0.37 2.25 0.23 0.43 ± 0.29 1.48 0.19 
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S2 Table 3.  
 

Hesitation 

Gender effect on hesitation Hesitation effect on probability of asking a 
question 

LR
T 
χ2 

LRT 
FDR-q 

Female 
estimate 

± SE 
z Wald 

test p 
LRT 
χ2 

LRT 
FDR-q 

Estimate 
± SE z Wald 

test p 

Too 
introverted 

4.0
4 0.23 0.52 ± 

0.29 1.80 0.07 23.1
2 0.00 -1.27 ± 

0.27 -4.72 < 0.001 

Rather in 
private 

5.3
7 0.16 0.30 ± 

0.23 1.28 0.20 19.8
4 0.00 -1.04 ± 

0.24 -4.38 < 0.001 

Phrasing 11.
19 0.02 0.90 ± 

0.29 3.16 0.00 1.80 0.24 -0.34 ± 
0.25 -1.35 0.18 

Not clever 2.7
4 0.33 0.42 ± 

0.26 1.61 0.11 5.32 0.04 -0.56 ± 
0.24 -2.31 0.02 

No time 3.7
8 0.20 -0.40 ± 

0.25 -1.61 0.11 12.4
1 0.00 0.98 ± 

0.29 3.38 < 0.001 

No con- 
fidence 

7.6
4 0.08 0.78 ± 

0.31 2.53 0.01 6.80 0.02 -0.70 ± 
0.27 -2.64 0.01 

Mis- 
understand 

0.3
6 0.83 0.04 ± 

0.24 0.15 0.88 0.04 0.87 -0.05 ± 
0.24 -0.21 0.84 

Irrelevance/
un- 

important 
3.8
9 0.23 -0.26 ± 

0.23 -1.14 0.26 0.85 0.44 0.22 ± 
0.23 0.92 0.36 

Intimida- 
tion setting 

4.8
7 0.18 0.72 ± 

0.47 1.53 0.13 0.18 0.76 -0.17 ± 
0.40 -0.43 0.67 

Intimida- 
tion 

audience 
6.2
7 0.13 0.76 ± 

0.33 2.31 0.02 7.33 0.02 -0.77 ± 
0.28 -2.70 0.01 
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S2 Table 4.  

 

 Motivation or hesitation Career stage Estimate ± SE z Wald test p 

M
ot

iv
at

io
ns

 

Relevance own research Mid-career 0.10 ± 0.23 0.42 0.67 
Late-career -0.05 ± 0.33 -0.16 0.88 

Making voice heard Mid-career 0.86 ± 0.51 1.67 0.09 
Late-career 0.7 ± 0.73 0.97 0.33 

Interest in topic Mid-career -0.53 ± 0.33 -1.61 0.11 
Late-career 1.73 ± 1.04 1.67 0.10 

Deeper understanding Mid-career 0.21 ± 0.26 0.80 0.43 
Late-career -0.45 ± 0.35 -1.27 0.20 

Appreciate work Mid-career 0.14 ± 0.28 0.51 0.61 
Late-career 0.5 ± 0.38 1.30 0.19 

H
es

ita
tio

ns
 

Too introverted Mid-career -0.35 ± 0.27 -1.30 0.19 
Late-career -0.96 ± 0.47 -2.04 0.04 

Rather in private Mid-career -0.05 ± 0.23 -0.21 0.84 
Late-career -1.11 ± 0.38 -2.92 < 0.001 

Phrasing Mid-career -0.57 ± 0.25 -2.25 0.02 
Late-career -1.59 ± 0.5 -3.16 < 0.001 

Not clever Mid-career -0.82 ± 0.25 -3.26 < 0.001 
Late-career -1.79 ± 0.5 -3.58 < 0.001 

No time Mid-career 0.55 ± 0.26 2.12 0.03 
Late-career 1.20 ± 0.35 3.41 < 0.001 

No confidence Mid-career -0.42 ± 0.27 -1.56 0.12 
Late-career -2.91 ± 1.03 -2.84 0.01 

Misunderstand Mid-career -0.96 ± 0.24 -4.00 < 0.001 
Late-career -1.50 ± 0.4 -3.72 0.00 

Irrelevance/un-important Mid-career -0.33 ± 0.23 -1.40 0.16 
Late-career -0.71 ± 0.36 -1.96 0.05 

Intimidation setting Mid-career -0.97 ± 0.48 -2.02 0.04 
Late-career 0.29 ± 0.51 0.58 0.56 

Intimidation audience Mid-career -1.21 ± 0.32 -3.76 0.00 
Late-career -1.2 ± 0.51 -2.37 0.02 
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S2 Table 5.  
 

Variable LRT χ2 LRT FDR-q Estimate ± SE z Wald test p 

Female speaker (QA.1a) 0.00 0.98 -0.00 ± 0.20 -0.02 0.98 

Proportion of audience 
that’s female (QA.1b) 2.03 0.15 -1.74 ± 1.20 -1.44 0.15 

Female host (QA.1c) 1.52 0.22 0.30 ± 0.24 1.21 0.23 

Audience size (QA.1d) 0.06 0.81 -0.00 ± 0.00 -0.23 0.81 

Small room (compared 
to large room) (QA.1e) 1.43 0.49 -0.15 ± 0.23 -0.65 0.51 
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S2 Table 6.  

 

Response 
(Likert-
scale) 

LRT χ2 LRT 
FDR-q Level Estimate ± SE t Wald test p 

Audience 
is of own 
gender 

41.06 < 0.001 
Women 1.33 ± 0.22 6.05 < 0.001 

Non-binary 1.90 ± 0.66 2.88 0.004 
Speaker is 

of own 
gender 

36.30 < 0.001 
Women 1.22 ± 0.23 5.40 < 0.001 

Non-binary 2.44 ± 0.68 3.58 < 0.001 
Host is of 

own 
gender 

19.64 < 0.001 
Women 0.92 ± 0.22 4.11 < 0.001 

Non-binary 1.58 ± 0.67 2.34 0.02 

Audience 
size is 

smaller 
15.81 < 0.001 

Women 0.79 ± 0.21 3.84 < 0.001 

Non-binary -0.07 ± 0.67 -
0.10 0.91 
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S2 Table 7. 
 

Data Model #T, #Q LRT χ2 LRT p Condition Estimate 
± SE P z Wald 

test p 

Unmani-
pulated, all 

Q minus 
Q1 

Question- 
asking 

(QA.4.u) 
96, 212 6.34 0.01 

W first -1.04 ± 
0.19 0.26 -5.38 < 0.001 

M first -0.33 ± 
0.21 0.42 -1.57 0.12 

Raising 
hands 

(QA.5.u) 
96, 209 4.90 0.03 

W first -0.90 ± 
0.20 0.29 -4.62 < 0.001 

M first -0.31 ± 
0.22 0.42 -1.42 0.16 

Getting 
chosen 

(QA.6.u) 
37, 51 0.11 0.74 

W first -0.13 ± 
0.36 0.47 -0.36 0.72 

M first -0.33 ± 
0.47 0.42 -0.71 0.48 

Mani- 
pulated, all 

Q minus 
Q1 

Question- 
asking 

(QA.4.m) 
90, 220 2.14 0.14 

W first -0.66 ± 
0.20 0.34 -3.22 0.001 

M first -0.25 ± 
0.19 0.44 -1.34 0.18 

Raising 
hands 

(QA.5.m) 
85, 204 1.32 0.25 

W first -0.92 ± 
0.20 0.29 -4.51 < 0.001 

M first -0.62 ± 
0.18 0.35 -3.52 < 0.001 

Getting 
chosen 

(QA.6.m) 
32, 49 0.01 0.91 

W first 0.61 ± 
0.45 0.65 1.37 0.17 

M first 0.68 ± 
0.42 0.66 1.63 0.10 
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S2 Table 8.  
 

Data Model # T, # Q LRT χ2 LRT p Condition Estimate ± 
SE P z Wald 

test p 

Unmani-
pulated, 

Q2 

Question- 
asking 

(QA.4.u.2) 
76, 76 5.68 0.02 

W first -1.30 ± 0.36 0.21 -3.59 < 0.001 

M first -0.15 ± 0.35 0.46 -0.43 0.67 

Raising 
hands 

(QA.5.u.2) 
75, 75 7.01 0.008 

W first -1.08 ± 0.23 0.25 -4.78 < 0.001 

M first -0.14 ± 0.28 0.46 -0.52 0.60 

Getting 
chosen 

(QA.6.u.2) 
26, 26 0.02 0.90 

W first -0.25 ± 0.56 0.44 -0.45 0.65 

M first -0.36 ± 0.66 0.41 -0.55 0.58 

Mani- 
pulated, 

Q2 

Question -
asking 

(QA.4.m.2) 

75, 75 
Model 

failed to 
converge 

N/A N/A 
W first N/A N/A N/A N/A 

M first N/A N/A N/A N/A 

Raising 
hands 

(QA.5.m.2) 
71, 71 2.21 0.14 

W first -0.93 ± 0.31 0.28 -3.00 0.003 

M first -0.32 ± 0.29 0.42 -1.08 0.28 

Getting 
chosen 

(QA.6.m.2) 
20, 20 2.33 0.13 

W first 0.04 ± 0.69 0.51 0.05 0.96 

M first 1.62 ± 1.05 0.84 1.54 0.12 
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S2 Table 9.  
 

 Variable 
Univariate models Final models 

LRT χ2 LRT p Level Estimate ± SE t Wald 
test p 

Fe
el

in
g 

he
ar

d 
(P

C
S.

3)
 Gender 4.38 0.11 

N/A 

LGBTQ+ 3.57 0.06 

Nationality 9.24 0.06 

Affiliation 8.70 0.12 

Expat 1.66 0.20 

English comfort 14.38 < 0.001 N/A 0.28 ± 0.10 2.77 0.006 

Expertise 21.91 < 0.001 N/A 0.24 ± 0.06 3.85 < 0.001 

C
om

fo
rt

ab
le

 b
ei

ng
 

m
ys

el
f (

PC
S.

4)
 

Gender (relative 
to male) 13.30 0.001 

Female -0.48 ± 0.22 -2.14 0.03 

Non-binary -2.26 ± 0.68 -3.35 0.001 

LGBTQ+ 3.30 0.07 

N/A 
Nationality 2.01 0.74 

Affiliation 6.17 0.29 

Expat 0.01 0.95 

English comfort 10.60 0.001 N/A 0.28 ± 0.11 2.56 0.01 

Expertise 17.77 < 0.001 N/A 0.22 ± 0.06 3.53 < 0.001 

Se
ns

e 
of

 b
el

on
gi

ng
 (P

C
S.

5)
 

Gender 4.48 0.11 

N/A LGBTQ+ 0.82 0.37 

Nationality 7.50 0.11 

Affiliation 
(relative to 

Europe) 
14.46 0.01 

Asia 0.88 ± 0.52 1.71 0.09 

Africa -1.02 ± 1.48 -0.69 0.49 

North America 1.16 ± 0.53 2.19 0.03 

Oceania 0.06 ± 0.52 0.12 0.90 

South America 15.76 ± 0.0 Inf < 0.001 

Expat 0.52 0.47 N/A 

English comfort 19.43 < 0.001 N/A 0.31 ± 0.10 3.03 0.003 

Expertise 45.30 < 0.001 N/A 0.35 ± 0.06 0.06 < 0.001 
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S2 Table 10.  
 

 Variable 
Univariate models Final models 

LRT χ2 LRT p Level Estimate ± SE t Wald 
test p 

A
tte

nd
ee

 d
iv

er
si

ty
 (P

C
S.

6)
 Gender (relative 

to male) 9.05 0.01 
Female -0.53 ± 0.21 -2.56 0.01 

Non-binary -0.83 ± 0.68 -1.22 0.22 

LGBTQ+ 6.95 0.01 LGBTQ+ -0.60 ± 0.28 -2.18 0.03 

Nationality 4.02 0.40 

N/A 

Affiliation 3.96 0.55 

Expat 1.31 0.25 

English comfort 0.77 0.38 

Age 1.23 0.54 

ED
I i

ss
ue

s 
(P

C
S.

7)
 

Gender (relative 
to male) 10.92 < 0.01 

Female 0.48 ± 0.22 2.20 0.03 

Non-binary 0.24 ± 0.69 0.34 0.73 

LGBTQ+ 10.40 0.001 LGBTQ+ 0.73 ± 0.28 2.64 < 0.01 

Nationality 
(relative to 
Europe) 

12.39 0.02 

Asia -0.34 ± 0.34 -0.98 0.33 

North America 0.77 ± 0.35 2.22 0.03 

Oceania 0.37 ± 0.69 0.54 0.59 

South America 1.27 ± 0.80 1.59 0.11 

Affiliation 6.78 0.24 N/A 

Expat 8.88 < 0.01 Expat 0.55 ± 0.20 2.76 0.01 

English comfort 0.30 0.58 
N/A 

Age 2.52 0.28 

N
o 

Q
A

 g
en

de
r d

is
pa

ri
ty

 (P
C

S.
8)

 

Gender (relative 
to male) 8.58 0.01 

Female -0.41 ± 0.22 -1.81 0.07 

Non-binary -1.08 ± 0.70 -1.55 0.12 

LGBTQ+ 7.60 < 0.01 LGBTQ+ -0.52 ± 0.29 -1.80 0.07 

Nationality 
(relative to 
Europe) 

13.09 0.01 

Asia 0.74 ± 0.45 1.64 0.10 

North America 0.43 ± 0.42 1.03 0.30 

Oceania -0.26 ± 0.87 -0.30 0.77 

South America 2.64 ± 1.30 2.04 0.04 

Affiliation 
(relative to 
Europe) 

15.32 < 0.01 

Asia 0.58 ± 0.70 0.83 0.41 

Africa 1.74 ± 1.51 1.16 0.25 

North America -0.45 ± 0.50 -0.91 0.37 

Oceania 0.53 ± 0.78 0.68 0.50 

South America -5.39 ± 1.95 -2.76 0.01 

Expat 0.06 0.80 N/A 

English comfort 5.80 0.01 N/A -0.23 ± 0.11 -2.23 0.03 

Age 3.51 0.17 N/A 
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S2 Table 11.  
 
Category Condensed code Condensed code 

frequency Expanded code Expanded code frequency 

Positive 

Compliment 112   

Organisation 85 

well organised 76 
timekeeping in sessions 15 
problem solving by organisers 7 
venue 5 
good swag 4 
technical support 2 

Personal benefit  50 
Personal benefit 48 
learnt a lot 6 
will return 6 

EDI aspects 48 

focus on EDI 38 
transport pass 8 
childcare 5 
cost 5 
Trained Awareness Team 4 
signage 3 
grants 4 
quiet room 3 

Social aspects 38 
good atmosphere 17 
good activities (social program) 16 
good participants 11 

Academic aspects 31 

good topics / academic diversity 11 
good talks 10 
plenary talks 9 
good sessions 11 

Food 26   
Sustainability 10   

Negative Organisation 59 
tight schedule /  inadequate scheduling 25 
inadequate space in room 20 
long days/conference 19 



 14 

too many parallel sessions / talks 16 
inadequate communication 8 
inadequate tech 4 
missed printed program 3 

Negative 

Organisation 59 Problematic sponsor 1 

EDI aspects 57 

inadequate provisions for accessibility 33 
lack of diversity 10 
high costs 9 
inadequate integration / networking of 
new/alone 4 

issues with travel / venue 3 
inaccessible conference materials 2 
personal pronouns not visible on 
badges 2 

Visa issues 2 
quiet room 2 
inadequate level of childcare 1 

Food 41   

Undesirable 
interactions 12 

disrespectful / sexist interactions 8 
unproductive mean questions 4 
intolerance to other ideas 2 

COVID 11 
covid cases 9 
inadequate covid preventative 
measures 9 

Session management 
(chairs) 7   

Academic aspects 5 
inadequate academic rigour in talks 7 
homophobic ideas in talks 1 
ideological motivations 2 

Sustainability 4   

Suggestions Organisation 38 

alternative scheduling 21 
plan rooms according to expected 
audience 6 

better communication 5 
hybrid conference 4 
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search function in abstracts 3 
better tech 2 

Food 18   
DEI aspects 14 focus on DEI 8 

Suggestions 

DEI aspects 14 
font/ options on nametag 3 
support for VISAs 2 
registration for part of the conference 1 

COVID 9   
Sustainability 7 choice of swag 5 

sustainability 2 
Session management 
(chairs) 4   
Social aspects 3 themed networking 3 
Academic aspects 1   
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S2 Table 12.  
 

Model name Data subset Research question Model formula in lme4 syntax 
QA.1 Unmanipulated oral sessions 

Do women ask less questions than men do 
relative to the proportion of the audience 
who are women? 

gender_questioner_female ~ 1 + 
(1|session_id / talk_id), offset = 
logit(audience_women_prop) QA.1c Conservative unmanipulated oral 

sessions 

QA.1p Plenary sessions 
gender_questioner_female ~ 1 + 
(1|plenary_id), offset= 
logit(registration_women_prop), 

QA.1a-QA.1e 
Unmanipulated oral sessions 
  

What conditions can encourage women to 
ask questions? 

a)  Gender of the speaker 
b) Gender proportion of the 

audience 
c)  Gender of the session host 
d) Total size of audience 
e)  Size of room 

gender_questioner_female  ~ 
condition + (1|session_id/talk_id), 
offset=logit(audience_women_prop) 

QA.2 
Do women raise their hands less often 
relative to the proportion of the audience 
who are women? 

cbind(hands_women, hands_men) ~ 
1 + (1|session_id/talk_id), offset = 
logit(audience_women_prop) 

QA.3 
Unmanipulated oral sessions 
where at least one woman and 
one man raised their hand 

Do women get chosen less often than men 
relative to the proportion of people who 
raised their hand who are women? 

gender_questioner_female ~ 1 + 
(1|talk_id), offset = 
logit(hands_prop_women) 
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S2 Table 13.  
 

Model 
name Data subset Research question Model formula in lme4 syntax 

QA.4.u Unmanipulated oral sessions 
minus question 1 Do women ask less questions than men 

do relative to the proportion of the 
audience who are women? 

gender_questioner_female ~ - 1 + 
gender_first_questioner  + (1|session_id 
/ talk_id), offset = 
logit(audience_women_prop) QA.4.u.2 Unmanipulated oral sessions only 

question 2 

QA.5.u Unmanipulated oral sessions 
minus question 1 Do women raise their hands less often 

relative to the proportion of the audience 
who are women? 

cbind(hands_women, hands_men) ~ - 1 
+ gender_first_questioner  + 
(1|session_id/talk_id), offset = 
logit(audience_women_prop) QA.5.u.2 Unmanipulated oral sessions only 

question 2 

QA.6.u 

Unmanipulated oral sessions 
where at least one woman and one 
man raised their hand minus 
question 1 Do women get chosen less often than 

men relative to the proportion of people 
who raised their hand who are women? 

gender_questioner_female ~ - 1 + 
gender_first_questioner  + (1|talk_id), 
offset = logit(hands_prop_women) 

QA.6.u.2 

Unmanipulated oral sessions 
where at least one woman and one 
man raised their hand only 
question 2 

QA.4.m Manipulated oral sessions minus 
question 1 Do women ask less questions than men 

do relative to the proportion of the 
audience who are women? 

gender_questioner_female ~ - 1 + 
condition  + (1|session_id / talk_id), 
offset = logit(audience_women_prop) QA.4.m.2 Manipulated oral sessions only 

question 2 

QA.5.m Manipulated oral sessions minus 
question 1 
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QA.5.m.2 Manipulated oral sessions only 
question 2 

Do women raise their hands less often 
relative to the proportion of the audience 
who are women? 

cbind(hands_women, hands_men) ~ - 1 
+  condition  + (1|session_id/talk_id), 
offset = logit(audience_women_prop) 

QA.6.m 
Manipulated oral sessions where 
at least one woman and one man 
raised their hand minus question 1 Do women get chosen less often than 

men relative to the proportion of people 
who raised their hand who are women? 

gender_questioner_female ~ - 1 +  
condition  + (1|talk_id), offset = 
logit(hands_prop_women) 

QA.6.m.2 
Manipulated oral sessions where 
at least one woman and one man 
raised their hand only question 2 
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S2 Table 14.  
 

Dependent variable Predictors 

Jumping a question  Question number, questioner gender, host gender, host age 

Speaking longer than your allocated 
time Speaker gender, speaker career stage 

Giving a compliment Question number, questioner gender, questioner age 

Receiving a compliment Speaker gender, speaker career stage 

Asking a critical question Questioner gender, questioner age 

Receiving a critical question Speaker gender, speaker career stage 
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S2 Table 15.  

Model Question Formula 
i) Gender effects on question asking motivation and hesitation 
Motivations (“mot_or_hes”): Relevance own research, Making voice heard, Interest in topic, Deeper understanding, Appreciate work 
Hesitations (“mot_or_hes”): Too introverted, Rather in private, Phrasing, Not clever, No time, No confidence, Misunderstanding, 
Irrelevance/unimportant, Intimidation setting, Intimidation audience 
PCS.1 What motivations and hesitations are affected by gender? mot_or_hes hesitation ~ gender + career 

PCS.2 Which motivations and hesitations are predictors of whether 
a person asked a question at the congress or not? 

ask_question ~ mot_or_hes + gender + 
career 

ii) How do different social identities experience the conference? 
Social identities/controlling variables (“identity”): LGBTQ+, Nationality, Affiliation, Expat, English comfort, Expertise 

PCS.3 Which social identities/controlling variables were associated 
with the statement “felt heard during the conference”? felt_heard ~ identity 

PCS.4 
Which social identities/controlling variables were associated 
with the statement “felt comfortable being myself during the 
conference”? 

be_yourself ~ identity 

PCS.5 
Which social identities/controlling variables were associated 
with the statement “felt like I belong in my research field by 
attending the conference”? 

social_belonging ~ identity 

iii) Perception of equity, diversity and inclusivity among congress attendees 
Social identities/controlling variables (“identity”): Gender, LGBTQ+, Nationality, Affiliation, Expat, English comfort, Age 

PCS.6 
Which social identities/controlling variables were associated 
with the statement “the conference attendees represented the 
diversity of researchers in our field”? 

diversity ~ identity 
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PCS.7 
Which social identities/controlling variables were associated 
with the statement “our research field experiences equity, 
diversity and inclusion related issues”? 

edi_issue ~ identity 

PCS.8 
Which social identities/controlling variables were associated 
with the statement “the questions asked after the talks were 
equally divided across genders”? 

no_disparity_qa ~ identity 

 
 
 

 



 22 

S2 Table 16.  
 

Variable How data were combined 

Gender questioner/speaker/host If observers disagree, set to N/A 

Age category questioner/speaker/host If observers disagree, set to N/A 

Audience size 
Mean of the audience sizes, if the disagreement 
was high (SD > 20), put both audience sizes to 
N/A 

Duration Q&A session Mean of the durations 

Number of hands raised The maximum number of hands raised 

Was a compliment given? If one of the observers said yes, then yes 

Did the speaker talk for longer than the 
allocated time slot? If one of the observers said yes, then yes 

Was the question type ‘challenging’? If one of the observers said yes, then yes 
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S2 Figure 1.  
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S3 File. Supplementary analysis on age 
 
As previously noted (51,52,54), the gender disparity in question-asking could be explained by 
age-related effects. More specifically, if senior scientists ask more questions compared to 
junior scientists, and if there are more senior men present than senior women due to 
demographic inertia, we might observe that women ask less questions than men because of 
these age-related effects. In this analysis, we explore the potential for age-related effects to 
bias our interpretation of gender disparity in question asking. 
 
Do senior scientists ask more questions compared to junior scientists? 
 
First, we investigated whether senior scientists ask more questions than junior scientists. We 
built a binomial GLMM similar in structure to QA.1. In model QA.1, we use the gender of 
the questioner as the response variable, and correct for the gender proportion in the audience. 
In the current model which investigates age rather than gender, we use the seniority category 
(0 = junior, 1 = senior) as the response variable, and correct for the proportion of juniors in 
the audience, as well as the non-independence of talks within a session. Seniority category 
was based on the age category which was noted for each questioner (< 35, 35-50, >50) where 
a junior was defined as having a perceived age category of < 35 or 35-50, and a senior 
defined as having a perceived age category > 50. Moreover, we did not record the age 
category of audience members, and therefore base this proportion of juniors in the audience 
on the registration data. More specifically, we used the offset function to correct for the logit 
of the proportion of registrants who were junior (anything but “Professor” or “Associate 
Professor”). Note that this analysis therefore: 1) assumes that the distribution of juniors and 
seniors across all attendees was similar across all talks and 2) assigns a certain seniority 
category using two independent sources of information, of which one is collected through 
self-reports (career stage) and the other is perceived by observers (age category) which may 
not always correlate perfectly. We found that there was a trend for senior scientists being less 
likely to ask a question corrected for the number of senior scientists at the conference 
(estimate = -0.88, SE = 0.47, z-value = -1.87, p = 0.06).  
 
Are there more female senior scientists than male senior scientists at the congress? 
Second, we calculated the proportion of senior women who attended the congress based on 
collected data on career stage and pronouns during registration. We defined a female scientist 
as someone who uses she/her pronouns, a male scientist as someone who uses he/him 
pronouns, and we defined senior as someone with a “Professor” or “Associate Professor” 
title. Across the entire congress, 7.7% of attendees were female senior scientists, whereas 
5.0% of attendees were male senior scientists. Across senior scientists only, 61% were female 
and 39% were male.  
 
Is the gender disparity in question-asking dependent on seniority?  
Third, we investigated the gender disparity in question asking separately for junior and senior 
researchers. We built a binomial GLM identical to QA.1 which uses the gender of the 
questioner as the response variable (1 = woman, 0 = man) and corrects for the proportion of 
women in the audience. However, in this analysis, we split up the dataset between juniors and 
seniors. To execute this separation, we used the data collected during registration to calculate 
the proportion of women who were junior (0.88) and senior (0.12), and the proportion of men 
who were junior (0.85) and senior (0.15). We used these proportions based on the registration 
data to adjust the observed proportion of women in the audience to what we assume was the 
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observed proportion of junior women out of all juniors. To estimate the number of female 
juniors, we would multiply the proportion of junior women based on the registration data by 
the number of observed perceived women in the total audience. To estimate the number of all 
juniors (female and male), we would multiply the proportion of juniors based on the 
registration data by the number of observed people in the audience. Based on the estimated 
number of female juniors and number of juniors in total, we corrected for this proportion of 
female juniors in the model. We found that women ask less questions when subsetting the 
data only to include junior attendees (intercept = -0.67, p < 0.001) and observe an even higher 
gender disparity in the subsetted data that includes only senior attendees, although with 
marginal significance (intercept = -0.78, p = 0.06). 
 
So, senior scientists are not more likely to ask questions compared to junior scientists. 
Further, there are more female senior scientists than male senior scientists present at the 
congress. Lastly, the gender disparity is still present when subsetting the data to only include 
junior scientists. These three lines of evidence therefore suggest that age effects and 
demographic inertia are unlikely to explain the gender disparity in question asking. However, 
these analyses were based on a number of assumptions: (i) age correlates with seniority, (ii) 
the distribution of seniority classes and genders was homogenous across oral sessions, (iii) 
observers can reliably estimate a questioner’s age category. As we are not confident that any 
three of these assumptions are valid, we do not describe these models and their outputs in the 
main text. 
 
 


