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#### Abstract

Southern Ocean organisms are uniquely adapted to the extreme environmental conditions that characterise this region, making them especially vulnerable to climate change. Alterations to the physical environment have already been linked to alterations in the structure and functioning of entire ecosystems, and ecological disruptions are expected to continue to occur. Although our understanding of the physical processes driving ecological change in the Southern Ocean has improved in recent years, significant knowledge gaps remain largely as a result of insufficient observational data being available.


[^0]High resolution ocean models are an important tool that can help us overcome data scarcity. However, models generally contain biases that may affect their ability to accurately represent environmental conditions in the region of interest. Thus, their outputs must be evaluated before they can be used to answer questions about ecological impacts. Here, we examined the suitability of ACCESS-OM2-01, a high-resolution coupled ocean-sea ice model, for ecological applications. We provide a template for testing the suitability of model outputs for ecological applications, as well as quantitative estimates of changes in key environmental variables for the Southern Ocean over the recent past. Our results highlight the heterogeneous nature of the mean state of the environmental variables examined and their trends across the Southern Ocean. Our assessment shows that the ACCESS-OM2-01 model performance differs across variables, but overall, it does a reasonable job in reproducing the observed seasonal cycle and broad baseline climatological conditions of the mixed layer depth and sea ice variables for the Southern Ocean over the half century. Model performance also varies across space and time, which reflect gaps in our understanding of how different atmospheric and oceanographic mechanisms interact to drive change in the variables examined. These results emphasise the importance of understanding the capabilities and shortcomings of models within the boundaries of the area of interest prior to using model outputs in ecological applications.
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## 1. Introduction

Anthropogenic climate change has undeniably modified and continues to affect all parts of the global climate system, including the oceans (1). Organisms are closely associated with their physical setting, with major changes to environmental conditions inevitably leading to alterations in the structure and functioning of entire ecosystems. Climate impacts can be direct by influencing physiological processes and life history characteristics of organisms, or indirect by modifying community composition or disrupting important inter-species interactions. Examples of the former include the foraging and reproductive success of sea ice-dependent species of seals and penguins that are negatively impacted by a decline of total sea ice extent. An example of an indirect effect is the uncoupling of predator-prey life cycles that limits food availability and hinders the ability of species to reproduce and grow $(2 ; 3 ; 4 ; 5)$. Rapidly changing environmental conditions pose a serious threat to biodiversity and will ultimately alter the quality and quantity of ecosystem services (i.e., benefits obtained by humans from normal ecosystem functioning) that these systems are able to provide (6).

Climate change is felt globally, however regional responses differ. The polar amplification encapsulates the critical importance of cryospheric processes in the system response to global warming (7). For example, parts of the Southern Ocean (SO) warm at a rate over four times faster than the global average $(8 ; 9 ; 10)$. The SO is the smallest and southernmost ocean on the planet, extending from the Antarctic Convergence at about $45^{\circ} \mathrm{S}$, to the coast of the Antarctic continent (11) and representing $\sim 10 \%$ of the global marine area (12). While it is small, it plays a crucial role in ocean circulation,
biogeochemical cycles, and the climate system at global scales through linkages with physical, biogeochemical, and ecological processes in other ocean basins $(13 ; 14)$. This strong influence is largely due to the eastward flowing Antarctic Circumpolar Current (ACC), which allows for exchange between surface and deep waters of the Atlantic, Pacific and Indian Oceans (15; 13). In flowing unimpeded from west to east, the ACC effectively isolates the cold waters of the SO from the warmer subtropical waters north of the Antarctic Convergence by reducing north to south water exchange (13; 10). The physical conditions in the SO are characterised by its extremes, with markedly different conditions across seasons and years, but also across space due to local topography and oceanographic features (e.g., location of fronts and eddies) $(2 ; 9 ; 16)$. Its isolation, combined with the distinctive environmental conditions of the SO have been credited for the high levels of biodiversity and endemism reported in this region that supports large populations of top marine predators, including seabirds and marine mammals $(17 ; 9 ; 12 ; 18)$. However, the exceptional adaptions that have allowed organisms to occupy and thrive in this region make them particularly vulnerable to the effects of climate change (19; 20).

Unprecedented environmental changes linked to anthropogenic climate change have been reported across the SO relative to the late 1950s $(21 ; 1 ; 22)$. These changes include warming and freshening of the upper ocean $(21 ; 2)$, ocean acidification (23), changes in stratification and mixed layer depth (24; 25), modifications to the extent, timing and total duration of sea ice cover $(26 ; 27)$, enhanced melting and break up of ice shelves $(9 ; 1)$, changes to precipitation patterns (9), increased eddy kinetic energy (28), and alterations
to ocean circulation patterns, including changes in mixing and upwelling patterns (29; 1). Environmental change has not been uniform across the SO, instead regional impacts are highly variable. Opposing changes have been detected in adjacent regions, and the regional system response may lag due to differences in atmospheric or oceanic conditions $(2 ; 27 ; 29 ; 10 ; 30$; 23; 31). Further, environmental perturbations and extreme climatic events are expected to become more frequent and intense under a changing climate $(32 ; 1 ; 33)$. Alterations to the physical environment have already negatively impacted the health, structure and functioning of SO marine ecosystems, and major ecological disruptions are predicted to occur in the future ( $2 ; 12$; 14). Negative ecosystem responses are worse when the rate of environmental change surpasses the ability of organisms to adapt to the new conditions $(34 ; 35 ; 33)$. Organisms with a narrow ecological niche, such as Antarctic notothenioids, Antarctic krill (Euphasia superba) and the emperor penguin (Aptenodytes forsteri) are expected to be among the worst affected (17; 2; 9; $12 ; 36 ; 18)$.

Our understanding of the physical processes driving the distribution and abundance of marine organisms and the structure and functioning of marine ecosystems in the SO has improved significantly in recent years $(2 ; 12)$. However, significant gaps remain in our understanding of environmental change, its ecological implications at a circumpolar and regional scale, and in our knowledge regarding the ability of marine organisms to adapt to environmental change $(37 ; 38 ; 4)$. These gaps are in large part due to insufficient long-term observational data being available for a variety of ecologically relevant variables because of the difficulty and high costs associated with data
collection in the harsh environment of the SO (39;40;41). This limits our ability to assess the current state, to quantify the magnitude and rate of environmental change due to natural variability and climate change, and to determine the implications of these trends on ecological processes and ecosystem resilience $(39 ; 40 ; 42)$. Ocean models may help us overcome the issue of data availability as their iterative development has yielded increasingly accurate and well-resolved simulations of environmental conditions. Furthermore, the spatio-temporal coverage of model outputs is not constrained by suitable environmental conditions regulating access to the study area; instead, they offer long-term continuous data at regular temporal and spatial intervals that are not currently available with observations (43). However, models generally contain biases so their ability to accurately replicate past and current environmental conditions of the region of interest must be evaluated before model outputs can be used to investigate the effects of environmental change on ecosystems (44;4;45).

In this study, we used outputs from ACCESS-OM2-01 (43), a high resolution ( $0.1^{\circ}$ horizontal, 75 vertical levels) global ocean-sea ice coupled model forced with an atmospheric reanalysis product (Section 2.3.1) to assess the current status and past spatio-temporal trends of ecologically relevant variables: sea ice concentration, sea ice extent, marginal ice zone, sea ice seasonality (i.e., sea ice advance and retreat, total duration of sea ice season), and mixed layer depth (see Section 2.2). We used the Marine Ecosystem Assessment for the Southern Ocean (MEASO, Figure 1) to assess variability in environmental change and ecological responses at ecologically relevant scales that are useful for policy- and decision-makers (Section 2.1). Finally,
we evaluated the ability of ACCESS-OM2-01 to reproduce past observations (Section 2.3.2) to determine whether the outputs of this model can accurately simulate past environmental conditions in the SO and ascertain if the model may be suitable to understand impacts of a changing climate on marine ecosystems. We achieved this by assessing the climatological means obtained from model outputs against calibrated observations. Through comparisons at a regional scale, we identified areas where the model has limitations for some environmental variables and where caution is needed for ecological applications.

## 2. Methods

### 2.1. Regions

We chose to use the MEASO regions (Figure 1) to evaluate and quantify the rate of change in the physical environmental of the Southern Ocean. These regions were designed to establish a standard spatial scale for reporting and assessing environmental and ecosystem change in the SO, and to facilitate comparisons across studies and throughout time (45). MEASO includes five meridional sectors roughly based on the ocean basins they occupy: Central and East Indian, East and West Pacific, and Atlantic. Each sector is subdivided into three latitudinal zones: Antarctic, Subantarctic and Northern (Figure 1). From north to south, zone boundaries are defined by the location of the Subtropical Front, Subantarctic Front, and the southern boundary of the Antarctic Circumpolar Current (46). MEASO region boundaries used in this study were obtained from the measoshape package (47) for the R programming language.


Figure 1: Marine Ecosystem Assessment for the Southern Ocean (MEASO) regions used in this study to assess environmental change over time. MEASO regions include five meridional sectors: Central and East Indian, East and West Pacific, and Atlantic. Each sector is subdivided in three latitudinal zones: Antarctic, Subantarctic and Northern.

### 2.2. Environmental variables

There are a number of sea ice, ocean, and biogeochemical variables that are available in the ACCESS-OM2-01 model that could be used to describe spatio-temporal changes in the physical environment of the Southern Ocean. We conducted a comprehensive review of current literature (Table 1), and selected a subset of these variables based on a combination of expert knowledge and the number of papers identifying a variable as ecologically relevant. We also prioritised variables about the physical environment that are available in ACCESS-OM2-01, and for which observational data are available for comparison.

The selected variables that we examine in this study are sea ice concentration (SIC), sea ice extent (SIE), marginal ice zone (MIZ) extent, sea ice seasonality and the mixed layer depth (MLD). There are multiple methods to estimate MLD (29), but here we define MLD as the depth at which the potential density is $0.03 \mathrm{~kg} \mathrm{~m}^{-3}$ denser than at a reference depth of 1.1 m in ACCESS-OM2-01 (43), or 10 m in the observations (25).
Table 1: Ecologically-relevant sea ice, ocean, and biogeochemical variables affected as a result of climate change in the Southern Ocean. Temporal and spatial trends were only examined for variables highlighted in bold. The column Ecosystems refers to effects at an ecosystem-wide scale.

|  | Primary producers | Zooplankton <br> (inc. krill) | Benthic invertebrates | Calcifying organisms | Aragonitic organisms | Fish | Sea birds | Marine <br> mammals | Ecosystems |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Ocean variables |  |  |  |  |  |  |  |  |  |
| Water temperature | $\begin{aligned} & (48 ; 49 ; 50 ; \\ & 51) \end{aligned}$ | $\begin{aligned} & (52 ; 53 ; 54 ; \\ & 30 ; 5 ; 50 ; 51) \end{aligned}$ | (55) |  |  |  | ( $56 ; 57 ; 18$ ) | ( $56 ; 57 ; 18$ ) | $\begin{aligned} & (2 ; 39 ; 40 ; 10 ; \\ & 49 ; 33) \end{aligned}$ |
| Mixed layer depth | $\begin{aligned} & (2 ; 58 ; 24 ; \\ & 59 ; 10 ; 23) \end{aligned}$ |  |  |  |  |  | (18) | (18) | (60; 39; 29) |
| Fronts position | (61) | $(52 ; 53)$ |  |  |  |  | (18) | (18) | (2; 39; 10) |
| Water transport (eddies, upwelling) |  | (10; 53) |  |  |  | (10) | (18) | (18) | (2; 39; 40) |
| Eddy kinetic energy |  |  |  |  |  |  | (18) | (18) |  |

Table 1 continued from previous page

|  | Primary producers | Zooplankton <br> (inc. krill) | Benthic invertebrates | Calcifying organisms | Aragonitic organisms | Fish | Sea birds | Marine mammals | Ecosystems |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Salinity | $\begin{aligned} & (2 ; 59 ; 10 \\ & 48 ; 49) \end{aligned}$ | $(2 ; 10)$ |  |  |  |  |  |  | (40; 49) |
| Sea ice variables |  |  |  |  |  |  |  |  |  |
| Snow depth on ice | (2) |  |  |  |  |  | $\begin{aligned} & (56 ; 2 ; 57 ; \\ & 18) \end{aligned}$ |  | $(39 ; 10)$ |
| Fast ice extent |  |  |  |  |  |  | (57; 18) | $(57 ; 18)$ | (2) |
| Pack ice extent |  |  |  |  |  |  | $(10 ; 18)$ | $(10 ; 18)$ |  |
| Sea ice ex- | (61; 24; 59; | (52; 53; 59; |  |  |  |  | (56; 57; 18) | $(56 ; 57 ; 18)$ | $(2 ; \quad 39 ; \quad 40$ |
| tent | $23 ; 51)$ | 51) |  |  |  |  |  |  |  |
| Sea ice thickness | (2) |  |  |  |  |  | (18) | (18) | (39) |
| Polynyas | (61) | $(2 ; 10)$ |  |  |  | (57) | (57; 18) | $(57 ; 18)$ |  |
| Sea ice seasonality | (59) | (52) |  |  |  |  | (18) | (18) | (26; 2; 30) |

Table 1 continued from previous page

|  | Primary producers | Zooplankton (inc. krill) | Benthic invertebrates | Calcifying organisms | Aragonitic organisms | Fish | Sea birds | Marine mammals | Ecosystems |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Dissolved | $(2 ; 59)$ |  |  |  |  |  |  |  | (40) |
| inorganic |  |  |  |  |  |  |  |  |  |
| carbon (DIC) |  |  |  |  |  |  |  |  |  |
| Dissolved oxygen $\left(O_{2}\right)$ |  |  |  |  |  | $(2 ; 10)$ |  |  | (39; 40) |
| Chlorophyll-a |  | $\begin{aligned} & (52 ; 53 ; 39 \\ & 59 ; 30 ; 5) \end{aligned}$ |  |  |  | (39) | (39) | (39) | $(2 ; 40)$ |
| Aragonite concentration |  |  |  |  | (59) |  |  |  |  |
| pH |  |  |  |  |  |  |  |  | (39) |
| Calcium carbonate |  |  |  | $(2 ; 10)$ |  |  |  |  |  |
|  |  |  |  |  |  |  |  |  |  |

### 2.3. Data sources

### 2.3.1. Ocean-sea ice coupled model

The Australian Community Climate and Earth System Simulator Ocean Model version 2 (ACCESS-OM2) is a coupled ocean-sea ice model with global coverage, extending from the North Pole to the Antarctic ice shelf edge $\left(80^{\circ} \mathrm{S}\right)$ using a tripolar grid (43). ACCESS-OM2 uses the Modular Ocean Model (MOM, (62)) version 5.1 developed by the Geophysical Fluid Dynamics Laboratory as its ocean component, and CICE version 5.1.2 (63) from Los Alamos National Laboratories as its sea ice component. ACCESS-OM2 is not a data-assimilating model, but the ocean and sea ice components are forced by repeated 61-year cycles of 1958-2018 atmospheric conditions from the Japanese Reanalysis for driving oceans (JRA55-do, (64)) version 1.4.0. However, it is worth noting that neither the ocean or sea ice models do not use data assimilation in ACCESS-OM2, therefore the model is only expected to match observations in detail for features that are dominated by atmospheric forcing rather than intrinsic model dynamics (43).

We use the $0.1^{\circ}$ version of ACCESS-OM2 known as ACCESS-OM2-01, which represents many Southern Ocean and Antarctic shelf processes with remarkable fidelity $(65 ; 66 ; 67 ; 68)$. This model configuration has a nominal horizontal resolution of $0.1^{\circ}$ with 75 vertical ocean levels with a resolution of 1.1 m at the surface that coarsens to 198.4 m at $5,808.7 \mathrm{~m}$ depth. This is an updated version of the configuration described in (43). It was initialised from World Ocean Atlas 2013 v2 $(69 ; 70)$ and run for several 61-year cycles of JRA55-do forcing. We analysed the monthly output of the second cycle to have the benefit of a 61-year spin-up while still being close to the
climatological initial condition.

### 2.3.2. Observational data

We compared ACCESS-OM2-01 outputs against observation-based SIC and MLD datasets. The daily sea ice concentrations were obtained from the NASA Goddard-merged Near Real Time NOAA/NSIDC Climate Data Record of Passive Microwave Sea Ice Concentration, version 3 (71; 72), with a spatial resolution of $25 \mathrm{~km} \times 25 \mathrm{~km}$. Observations are available from October 1978 until present, with daily outputs available from July 1987, and every other day before then. The ice edge is defined using a $10 \%$ sea ice concentration threshold (71).

Global climatological monthly mean MLDs and their trends for 1970-2018 were obtained from (73). This $0.5^{\circ} \times 0.5^{\circ}$ gridded dataset was created using vertical conductivity-temperature-depth (CTD) profiles obtained from ships, the NOAA World Ocean Database, the PANGEA database, Argo float data, and profiles from marine mammal-borne sensors (29).

### 2.4. Data analysis

We examined a subset of the variables identified as ecologically relevant in the literature (Table 1) to develop a workflow for ecologists to apply when assessing the suitability of model outputs for ecosystem applications.

### 2.4.1. Trend analysis

Linear least squares regression analysis was used to estimate trends. The standard error of the estimated slope was used to determine the significance of the trend following (25). We considered trends to be significant only if their absolute value was larger than their estimated standard error.

### 2.4.2. Sea ice calculations

We defined sea ice concentration (SIC) as the percentage of ocean area that is covered by sea ice in a pixel/grid cell (27). We applied the same $10 \%$ threshold used to define the ice edge from satellite observations (71) to the modelled data for intercomparability. Sea ice extent (SIE) is defined as the total area with SIC of $15 \%$ or above (27). The marginal ice zone (MIZ) is defined as a transition area between consolidated pack ice and the open ocean (74). There are several methods to estimate the MIZ (e.g., wave penetration, floe size, etc.), but here, we define the MIZ as the region with SIC between $15 \%$ and $80 \%$ to be congruent to previous ecological studies (75; 74). Finally, sea ice seasonality includes the timing of annual sea ice advance and retreat, and the total duration of the sea ice season, within each year (starts on February 15 and ends on February 14 of the following year in the Southern Hemisphere (26)). Sea ice advance was defined to begin on the day when sea ice concentration stayed above $15 \%$ for five days or more. The sea ice retreat was set to have begun the day when sea ice concentration remained below $15 \%$ until the end of the sea ice season. The sea ice season duration is the time between the day of advance and retreat (26). Annual sea ice seasonality metrics were calculated per pixel using sea ice concentration data from the ACCESS-OM2-01 model following (26).

### 2.4.3. Evaluation of model-based estimates

Prior to performing comparisons, data were spatially aligned, which allowed us to perform pixel by pixel comparisons. Model outputs were then regridded using a bilinear interpolation to match the resolution of observational data.

## 3. Results

### 3.1. Sea ice

### 3.1.1. Mean climatological patterns

ACCESS-OM2-01 replicated well the distinct seasonal SIC cycle in the Southern Ocean (Figure 2) in the 39 years (1979-2018) covered by the observational dataset. The median SIC values peaked during austral winter (JJA) across all sectors, except in the Atlantic and West Pacific, where sea ice was found in similar concentrations from austral autumn (MAM, Table 2). These two regions showed the lowest spatio-temporal variability in autumn SIC values, with high SIC concentrated within the Weddell Sea (Atlantic sector) and Ross Sea (West Pacific), and rapidly declining SIC values north of $70^{\circ} \mathrm{S}$.

Seasonal SIE patterns for the SO were also well represented in ACCESS-OM2-01 (Figure 2, Supplementary Figure Appendix A.1). The warmer waters north of the ACC prevent sea ice formation, acting as a boundary for SIE at a circumpolar level (26). All sectors reached their lowest extent in February. Mean SIE peaked in August in the East Indian and East Pacific sectors and September in the other sectors (Supplementary Figure Appendix A.1), although these differences are insignificant given the standard deviation. In terms of the relative sector area covered by sea ice, the largest proportions were found in the West Pacific sector, where just over half of its total surface area was covered by sea ice in winter and spring. The Atlantic sector stands out with the largest seasonal and inter-annual SIE variabilities when compared to the rest of the SO, particularly during summer and autumn. The substantial decadal SIE variability in ACCESS-OM2-01 is consistent with


Figure 2: Climatological mean of sea ice concentration (SIC) in the Southern Ocean (19792018). (Left) Sea ice concentration estimates from ACCESS-OM2-01. SIC values under $10 \%$ were removed from plots to match observations. (Center) SIC estimates obtained from satellite data (71). (Right) Difference between modelled and observed sea ice concentration (model - observations). Grey lines denote MEASO sectors.
observations (76) and also seen in other high resolution models (77).
In the model, the marginal ice zone (MIZ) encircled the Antarctic continent in its entirety during winter and spring. However, during summer and autumn SIC fell under the $15 \%$ threshold at the northern end of the Antarctic Peninsula, therefore the MIZ was not present in this region, in agreement with observations (Figure 2 left and centre columns). The model showed the same situation during summer in the eastern side of the Central Indian sector and much of the East Indian sector, where the SIC does not surpass $15 \%$, but this opposes the patterns seen in observations (Figure 2 A and B). The MIZ showed a highly asymmetrical seasonal pattern of advance and retreat across all sectors, except the East Pacific, with some differences in the timing and magnitude of change across sectors (Figure 2, Table 2), supporting previously published work (74). The MIZ minimum area occurred in February across all sectors, with increases in MIZ area occurring over a period of 9-10 months across all sectors, except the West and East Pacific. In the West Pacific sector, it took two months for the MIZ to reach its peak and a further two months to its lowest extent, with the MIZ persisting almost unchanged for the remaining eight months (not shown). Overall, the timing of maximum and minimum MIZ area derived from the model output and observations coincided across all sectors (not shown), except in the Central Indian where the maximum was predicted to occurred a month later than observed (December instead of November), and in the West Pacific where the minimum areas occurred three months apart (May instead of February). MIZ seasonal patterns are distinct from those in overall SIE. For example, the smallest median MIZ values between 1979 and 2018 in the Atlantic sector

Table 2: Summary statistics (median, with lower and upper quartiles in parentheses) per season and for each MEASO sector of ACCESS-OM2-01 1979-2019 climatological sea ice concentration, sea ice extent and marginal ice zone area. Median and quartiles were calculated by pooling all non-zero values within a sector boundary, thus they represent the spatio-temporal variability within each sector.

|  | Sea Ice Concentration (\%) |  |  |  |
| ---: | :---: | :---: | :---: | :---: |
|  | Summer | Autumn | Winter | Spring |
| Atlantic | $59(31-81)$ | $95(62-99)$ | $95(92-98)$ | $90(85-94)$ |
| Central Indian | $39(22-57)$ | $71(36-92)$ | $91(75-95)$ | $88(75-93)$ |
| East Indian | $35(19-57)$ | $78(40-93)$ | $89(69-94)$ | $82(58-89)$ |
| East Pacific | $45(24-70)$ | $84(45-97)$ | $93(74-97)$ | $89(68-95)$ |
| West Pacific | $55(30-76)$ | $95(70-98)$ | $94(91-97)$ | $91(86-94)$ |
|  | Sea Ice Extent (106 | $\left.\mathrm{km}^{2}\right)$ |  |  |
|  | Summer | Autumn | Winter | Spring |
| Atlantic | $2.1(1.0-4.9)$ | $3.0(1.8-4.4)$ | $6.6(6.1-7.1)$ | $6.8(6.4-7.3)$ |
| Central Indian | $0.2(0.02-2.1)$ | $1.0(0.2-1.7)$ | $3.1(2.7-3.4)$ | $3.6(3.4-3.7)$ |
| East Indian | $0.2(0.03-0.6)$ | $0.7(0.2-0.9)$ | $1.5(1.4-1.7)$ | $1.5(1.4-1.7)$ |
| East Pacific | $0.8(0.4-1.3)$ | $1.1(0.7-1.4)$ | $2.1(1.9-2.4)$ | $2.1(1.8-2.3)$ |
| West Pacific | $1.9(1.1-2.7)$ | $2.5(1.9-2.9)$ | $3.7(3.5-3.9)$ | $3.8(3.5-4.0)$ |
|  | Marginal Ice Zone area | $\left(10^{6}\right.$ | $\left.k m^{2}\right)$ |  |
|  | Summer | Autumn | Winter | Spring |
| Atlantic | $1.8(0.7-3.5)$ | $1.1(0.9-1.3)$ | $1.0(0.9-1.1)$ | $1.3(1.1-1.6)$ |
| Central Indian | $0.2(0.02-2.0)$ | $0.7(0.2-0.8)$ | $1.0(0.9-1.0)$ | $1.1(1.0-1.4)$ |
| East Indian | $0.1(0.03-0.6)$ | $0.4(0.2-0.4)$ | $0.5(0.4-0.6)$ | $0.7(0.6-0.8)$ |
| East Pacific | $0.7(0.4-1.1)$ | $0.5(0.4-0.6)$ | $0.7(0.6-0.7)$ | $0.7(0.6-0.8)$ |
| West Pacific | $1.7(1.1-2.0)$ | $0.6(0.5-0.9)$ | $0.6(0.6-0.7)$ | $0.7(0.7-0.8)$ |

were recorded in winter and the maximum during summer, in contrast with the SIE patterns in the same sector. These opposing trends could be interpreted as the sea ice transforming from consolidated pack ice (i.e., areas with SIC $>80 \%$ ) into the MIZ range over a large area as the melting season began (74). The largest differences between MIZ maxima and minima occurred in the East Pacific sector, with variation of over $30 \%$ between the advance and retreat (Table 2). The MIZ covered a small percentage of the area within the Atlantic sector, from $\sim 7 \%$ during autumn and winter, to just under $15 \%$ during summer. MIZ was the dominant sea ice area in summer across all sectors with a minimum of three quarters of sea ice classified as MIZ. The proportion of the sea ice classified as MIZ heavily declined in winter, with less than a third of sea ice considered as MIZ across any sectors.

The climatological mean of sea ice advance, retreat and total duration between 1979/80 and 2017/18 highlight the seasonal nature of sea ice in the Southern Ocean, with different patterns seen across different sectors (Figure 4). Sea ice advance occurred at a faster rate in areas such as the Atlantic sector, where sea ice extended about $10^{\circ}$ of latitude along $30^{\circ} \mathrm{W}$ during the first month of the sea ice season. However, this process was much slower in the Central and East Indian sectors, where at its lowest point, sea ice advanced less than $2^{\circ}$ of latitude along $120^{\circ}$ E during the same time (May contour in Figure 4 A). Throughout spring, the rate of sea ice advance was almost the same throughout all areas of the SO where maximum yearly SIE was not yet reached. Overall, sea ice advance occurred over seven to eights months (Figure 4 A, Figure Appendix A.1). Sea ice retreat generally started in late spring and early summer and lasted about three to four months, which is


Figure 3: Yearly mean (dots) and standard deviation (shaded area) of sea ice extent (SIE) for summer (red) and winter (blue) for each MEASO sector. SIE was calculated from daily ACCESS-OM2-01 sea ice concentration data (December 1979 to November 2018).
about half of the total duration of the sea ice advance (Figure Appendix A.1). Sea ice retreated faster within the Atlantic sector than anywhere else in the SO, with sea ice receding about $11^{\circ}$ of latitude along $0^{\circ}$ between November and January. The slowest rate was found in the East Indian sector, where the sea ice retreat was about $3^{\circ}$ of latitude at $120^{\circ} \mathrm{E}$ for the same period. In sectors where mean sea ice extent was largest and where sea ice advance occurred relatively fast, such as in the Atlantic and West Pacific sectors, only a small portion of sea ice persisted for 90 days or less (Figure 4 G ).

The largest differences in sea ice advance between model and observations were found within the East and West Pacific sectors (from the Western Antarctic Peninsula to $\sim 150^{\circ} \mathrm{W}$ ), with differences of about 30 days over much of this area. The model was biased negative (i.e., earlier advance) mostly, with just a small area within the Amundsen and Bellingshausen Seas showing a later sea ice in the model (Figure 4 C). Sea ice retreat in the model showed the largest deviation from observations along the coast of the Central and East Indian sectors, where sea ice was predicted to retreat over 50 days earlier than observed (Figure 4 I). Interestingly, most of the areas where the sea ice advance was predicted to start later in the model showed an earlier start for the retreat. These differences in turn affected the total length of the sea season estimated from the model, with coastal areas largely predicted to have a shorter sea ice season than observed, while duration is largely overestimated in offshore areas.

### 3.1.2. Temporal trends

The magnitude and direction of SIC trends in the SO between 1979 and 2018 were not uniform across space and time, as both positive and negative


Figure 4: Climatological mean of sea advance, retreat and total duration in the Southern Ocean (1979/80-2017/18). Mean start day of sea ice advance (A-B) and sea ice retreat (D-E), and mean sea ice season duration (G-H) for model-based estimates (A, D, G), observations-based estimates (71) (B, E, H) and differences between model- and observation-based estimates (model-observations; C, F, I). Contours show months for sea ice advance (A-B) and retreat (D-E), and total number of days for duration (G-H). Black lines represent MEASO boundaries.


Figure 5: Decadal trends in seasonal mean sea ice concentrations for 1979-2018 calculated from ACCESS-OM2-01 outputs. Areas with no significant trend are blanked out. Black lines represent MEASO boundaries.
significant trends were found across all sectors (Figure 5). The largest negative trends during winter and spring were found in areas near the ice edge in the Atlantic sector (from $\sim 60^{\circ} \mathrm{W}$ to $0^{\circ}$ ) and the eastern part of the Central Indian sector. Significant gains in SIC during spring were mostly confined towards the ice edge in the western half of the Central Indian sector (from $\sim 30^{\circ} \mathrm{E}$ to $80^{\circ} \mathrm{E}$ ), and along a continuous arc from $100^{\circ} \mathrm{E}$ to $110^{\circ} \mathrm{W}$, which includes the entire ice edge in the East Indian and West Pacific sectors, and a small part of the East Pacific sector. The largest significant losses in SIC during summer and autumn occurred within the East Pacific sector, more specifically on the shelf areas of the Amundsen-Bellingshausen seas. The spatial patterns and direction of trends from the model data are similar to observations (27), but we found the rate of change in SIC was several times smaller (see Section 4 for a discussion of potential causes of this difference) . Trends for the SIE (not shown) were mostly statistically insignificant and an order of magnitude smaller than observed by (76).

As seen for other sea ice related variables, the trends in modelled sea ice advance, retreat and season duration were not consistent across the SO. Sea ice advance started about a week earlier every decade in most sectors, but was delayed in the East Pacific sector (not shown) by about five days per decade from the Antarctic coast up to $70^{\circ} \mathrm{S}$, and 10 days or longer further north. Significant sea ice retreat trends were also mostly negative, but not as widespread as for the sea ice advance, being mostly concentrated in the Atlantic sector and towards the eastern edge of the Central Indian sector. Significant delays in the start of the sea ice retreat were also detected across all sectors, but they were very localised (not shown). The largest decrease
in the season duration was in the East Pacific sector, which is largely driven by a later start of the sea ice advance. The areas where sea ice duration has significantly extended are also linked to changes in the advance of sea ice, in this case to an earlier start. Area-averaged trends in sea ice advance, retreat, and duration are statistically insignificant in all sectors except the Central Indian, where earlier advance causes a 2.5day/decade increase in duration (Supplementary Figure Appendix A.6).

### 3.2. Mixed Layer Depth

### 3.2.1. Mean climatological patterns

We analysed mixed layer depth changes in the model between 1970-2018 to compare with available observations. The model qualitatively captures the strong seasonality of the Southern Ocean MLD, increasing from tens of metres in summer to hundreds of metres in winter due to wind-induced mixing and vertical entrainment due to sea ice formation (Figure 6). The broad spatial patterns are qualitatively consistent with observations and previous findings ( $60 ; 78 ; 29$ ). Quantitative agreement with observations was closest in summer and autumn (Figure 6 C, F). During summer, the shallowest mixed layer estimates overlapped with areas where sea ice was present and melting. Mean MLD estimates under the ice did not exceed 25 m across any MEASO sectors. On the other hand, the deepest mixed layer estimates in summer were found within the ACC, especially in the Central Indian Subantarctic (170 m) and Atlantic Subantarctic ( 100 m ) sectors, which coincided with areas where surface waters subduct to form intermediate and mode waters (15). During autumn, the mixed layer was shallowest under sea ice covered areas, but deepened in certain areas along the coastline in all sectors except
the East Pacific.
In winter and spring, there is a strong spatial variability in MLD estimates (Figure 6 G, J, Supplementary Table A.3). The model showed a narrow band along the continental shelf for all sectors except the East Pacific where the mixed layer reached several hundred meters during these two seasons. The mixed layer shoaled north of the continental shelf in areas covered by sea ice, with maximum MLD of 170 m in winter and 140 m in spring recorded in these ice-covered areas (Figure $6 \mathrm{G}, \mathrm{J}$ ). These areas were generally predicted to be shallower in the model than in observations. These differences in depth were generally 50 meters or less, with limited areas (e.g., northern eastern Antarctic Peninsula in the Atlantic sector) showing a shallow bias of 100 m or more (Figure 6 I). In ice-free areas, the model showed a positive bias across most of the Southern Ocean (Figure 6 I, L) and generally the differences compared to observations were larger during winter and spring. The largest departures from observations occurred in the Weddell Sea (Atlantic sector) and within the ACC. Here, the model predicted the mixed layer to be over a thousand meters deeper than observation. Additionally, the deep mixed layer within the ACC was predicted to be wider, and it continued to deepen over a longer period than seen in observations.

### 3.2.2. Temporal trends

Trend analysis from model-based MLD estimates for summer and autumn show statistically significant deepening of the mixed layer across most of the SO over the 1970-2018 period, except in the Northern Central Indian sector (Figure $7 \mathrm{~A}, \mathrm{~B}$ ). Deepening has occurred at a median rate of $0.2 \mathrm{~m} /$ decade to $1.4 \mathrm{~m} /$ decade in summer, and between $0.3 \mathrm{~m} /$ decade and $1.4 \mathrm{~m} /$ decade


Figure 6: 1970-2018 seasonal mean mixed layer depth in ACCESS-OM2-01 (left) and the observation-based estimates of (73) (center). The solid pink line shows the 1970-2018 mean ice edge, and the dotted pink line is the 1979-2018 ice edge estimated from satellite data by (71). Right: Mixed layer depth difference (model - observations). Grey lines represent MEASO boundaries.
in autumn. This is about one order of magnitude less than trends calculated from observation-based MLD estimates (25). The Northern Central Indian is the only sector where MLD is shoaling (median rate of $0.6 \mathrm{~m} /$ decade in summer and $0.7 \mathrm{~m} /$ decade in autumn). Additionally, statistically significant shallowing MLD trends can be seen in parts of the Antarctic and Subantarctic East Pacific (near the Western Pacific Peninsula), and the western boundary of the Antarctic East Indian sector in autumn.

MLD trends showed greater spatial variability in winter and spring. About two thirds of MEASO sectors show deepening of the mixed layer (Figure 7 C, D). The fastest deepening of MLD was found within the Antartic Atlantic zone, which concentrated around Maud Rise in winter ( $\sim 0^{\circ}$ ) and extended further west into the northern Weddell Sea during spring. It is not immediately obvious what may be driving this trend. A significant shoaling MLD trend can be seen almost circumpolarly within the Antarctic MEASO zones (excluding the eastern Antarctic Peninsula) in these seasons, with the largest change occurring in the Antarctic East Indian sector. In this sector during winter, shoaling occurred at a median rate of $6.5 \mathrm{~m} /$ decade (almost $50 \%$ greater than the largest annual deepening trend). Additionally, the MLD was significantly shoaling across most of the Northern zone of the Central Indian, West Pacific sectors, which coincides with observations (25) and CMIP5 models (78).

## 4. Discussion

Ocean models are a key resource that can be used by ecologists to inform studies of the effects of climate change on ecosystems, and to improve pro-


Figure 7: Decadal trends in ACCESS-OM2-01 seasonal mean mixed layer depth between 1970 and 2018. Insignificant trends (i.e., smaller magnitude than the standard error) are blank. Black lines represent MEASO boundaries.
jections of likely ecological responses to a changing environment. However, evaluation of model outputs is a necessary first step prior to incorporating this output in ecological research as uncertainties and biases in the model outputs directly impact the reliability of projected ecological responses $(79 ; 4)$. Our analysis provides a template for testing the suitability of model outputs for ecological applications, and quantitative estimates of changes in key environmental variables for the Southern Ocean over the past 50 years. Such information is key to inform management of Antarctic marine resources and the design and implementation of marine protected areas aimed at conserving and building resilience of SO ecosystems to climate change ( $37 ; 4$ ). It is worth noting that ACCESS-OM2-01 is a free running model and it does not use observational data (with the exception of JRA55-do, a reanalysis product used as atmospheric forcing) to improve model outputs, therefore our assessment focused on testing its statistical behaviour rather than on its ability to reproduce specific events.

Our assessment shows that the coupled ocean-sea ice model ACCESS-OM2-01 does a reasonable job in reproducing the observed seasonal cycle and baseline climatological conditions of the mixed layer depth, and sea ice variables (i.e., SIC, SIE, MIZ, seasonality) for the Southern Ocean for the periods between 1970-2018, and 1979-2018 respectively. Our results highlight the heterogeneous nature of the mean state of the environment and trends across the Southern Ocean. This heterogeneity reflects differences in local environmental processes $(29 ; 10 ; 74)$ and in turn dictates the ecological responses to environmental variability ( $2 ; 12$ ). This result supports the use of regions to assess long-term environmental change, and despite large het-
erogeneity in responses within sectors, the MEASO regions (45) allow us to carry out assessment at scales that are relevant to ecological processes and to policy-makers. Overall, ACCESS-OM2-01 provides a good representation of the ecologically relevant variables examined and we expect these and other variables included in the model will be suitable for examining the effects of climate change on SO ecosystems. The high resolution of ACCESS-OM2-01 allows future regional level ecological assessments to incorporate mesoscale environmental features that are key drivers of ecological processes. However, it is worth noting that there is some subjectivity in defining what makes a good model. Various criteria have been designed for this purpose and researchers are strongly advised to carefully consider their specific needs and develop metrics that capture the model performance across all variables of interest (79).

Sea ice is a critical element regulating the structure and dynamics of SO ecosystems as it provides key foraging, breeding and refuge habitats to a variety of marine organisms $(80 ; 81 ; 2 ; 82 ; 83 ; 84)$. There is evidence already linking changes in sea ice (e.g., seasonal and interannual variability in SIE, SIC, MIZ, as well as advance and retreat patterns) to alterations in environmental conditions leading to shifts in the abundance and distribution of species at different levels of the trophic food web, from phytoplankton to top predators $(84 ; 10)$. Our model results showed that at a circumpolar level, the largest SIC trends are negative across all seasons, but trends are much weaker than observations, which suggests we do not completely understand the mechanisms driving changes in sea ice. Despite these limitations, the model provides a generally realistic representation of the sea ice seasonal
cycle, albeit with a widespread bias towards low SIC in summer. It is also worth highlighting that evolution of the MIZ within a yearly cycle showed large differences across sectors and it was markedly different than the overall SIE trends. The mechanisms driving changes in the distribution and extent of the MIZ and the more consolidated pack ice type is not fully understood yet (74), but changes to the MIZ area have ecological implications. This is because the MIZ is characterised by increased ocean stratification and reduced mixing due to freshening of surface waters by enhanced ice melting, and higher light availability due to reduced ice cover (82; 25). The combination of these conditions will likely result in an increase in primary productivity, particularly when nutrients trapped in the sea ice are released during melting (2;50). The distribution and composition of phytoplankton communities are also affected by environmental change ( $2 ; 50$ ), which in turn affects secondary producers, such as krill, because they may no longer have access to their preferred phytoplankton prey group (85;54). Changes in the prevalence of MIZ, particularly during winter, also have a more direct effect on secondary consumers, such as Antarctic krill, by providing high deformed sea ice regions with relatively high levels of food availability that krill larvae use as refuge to survive the winter (86). Increases in SIE and the lengthening of the sea ice season, such as we have observed in the Central Indian sector, have already resulted in an exclusion of breeding southern elephant seals (Mirounga leonina) from highly productive shelf waters (10). Thus, we highlight the need to improve our understanding of mechanisms controlling changes to the timing and spatial variability of sea ice as a whole and in the MIZ.

Sea ice is notoriously difficult to simulate in climate models, largely because there are still some gaps in our understanding of how different atmospheric and oceanographic mechanisms interact to drive change in sea ice conditions $(4 ; 87 ; 74)$. However, we found that ACCESS-OM2-01 replicated mean sea ice conditions with reasonable accuracy, particularly during winter months, and the high spatio-temporal variability at a regional scale. The SIE and MIZ thresholds in SIC were well represented in the model, with substantial overlap in the model- and observation-based monthly means. These results are encouraging as accurate representation of sea ice conditions at a regional level is required to assess the impacts of a changing climate at a scale that is relevant to study ecosystem impacts, and to provide support for decision makers (2;12). Larger deviations from observations were found in the mean climatology for SIC, particularly during the summer months (Figure 2 C ). This is not unique to the ACCESS-OM2-01 model; in fact the latest generation of climate models are known to have a very limited ability to reproduce past SIC conditions, with multiple models unable to replicate the strong sea ice decline observed between 2016 and 2018 (10). Although the model replicated well the spatial patterns in SIC trends, we found that they were several times smaller than those calculated from observations (27). We hypothesise the differences in the magnitude of the trend are due to the model keeping larger sections of sea ice with higher volume than reality due to sea ice being advected towards the Antarctic continent by wind stress. In reality, sea ice forms smaller masses that are more likely to melt. Differences in the total duration of the sea ice season were also found to be substantial between the model and observations, particularly along coastal areas which
provide key habitat to sea ice dependent species, such as the emperor penguins (88). The distribution of positive and negative biases in sea ice outputs from ACCESS-OM2-01 varied across seasons and sectors, with their cause not immediately clear and beyond the scope of this publication. Less accurate estimates should be considered more carefully prior to their use in ecological research, since there is evidence showing that differences of one month in the start of the sea ice retreat can lead to significant changes to local environmental conditions that directly regulate the timing and magnitude of phytoplankton blooms and the productivity of the entire food web (4). Further, we found that ACCESS-OM2-01 replicates some, but not all, of the significant gains in SIE identified in observations (27). This may hinder our ability to identify the local processes driving temporal sea ice trends (74).

The mixed layer depth has been identified as another essential environmental variable driving ecosystem change in the SO as it regulates the size and distribution of the nutrient pool that is available within the photic zone of the water column, which is fundamental for primary productivity $(60 ; 39 ; 29)$. Our results show that ACCESS-OM2-01 is able to capture the seasonal cycle of the MLD and broad spatial patterns in the climatological mean. Spatial MLD patterns were similar across all seasons and appeared to be influenced by the presence of sea ice (Figure 6, left column) through the regulation of salinity and density in the water column via freshwater input from ice melting, saltier water through brine rejection during sea ice formation and the amount of solar radiation that reaches the upper water column (29). The location of the ACC (between $50^{\circ} \mathrm{S}$ and $60^{\circ} \mathrm{S}$ ) also appeared to influence MLD, as surface waters subduct in these areas to form Subantarctic Mode Water
(SAMW) and Antarctic Intermediate Water (AAIW) (15; 29). The model consistently had a mixed layer too deep in open water areas during winter and spring, and too shallow during summer, autumn and in ice-covered ocean areas during winter and spring. Some of the largest deviations from observations occurred during winter and spring within the ACC (Figure 6), mirroring the spatial distribution of biases in CMIP6 models (1) and a small subset of CMIP5 models (78). It has been suggested that these differences were the result of larger amounts of subtropical mode waters being subducted in models compared to reality (78). The Weddell Sea (Atlantic sector) was another area with large biases during winter and spring in ACCESS-OM2-01, however this area was not misrepresented to the same magnitude in CMIP6 models, and only two CMIP5 showed similar patterns in the location and magnitude of MLD biases in this area (78). The mechanisms responsible for biases in this area have not yet been identified, but the choice of method to estimate MLD could be a potential source of the mismatch (43; 58; 78).

MLD trends calculated from ACCESS-OM2-01 are an order of magnitude smaller than those derived from observational data (25). These differences may be the result of model drift from the initial ocean state, which occurs as the model reaches equilibrium, and makes trends harder to detect. Although the representation of MLD in ocean models has improved over time, particularly in high resolution models that are able to capture mesoscale features, these biases suggest gaps remain in our understanding of the mechanisms and mixing parameterisations driving changes in MLD at a regional level (29; 25). Additionally, we must keep in mind the quality and quantity of available observations, especially early in the data collection record. This
paucity of observations may impact the observational trend seen by (25), especially during the winter season when observations are sparse. Indeed, spatio-temporal biases in observational data, which are largely collected during summer in ice-free waters north of the ACC (29; 25), hinder our ability to develop an in-depth understanding of the processes driving fluctuations in MLD at a regional level and across different seasons (29). Considering the strong correlation between surface solar irradiance and primary productivity in the SO (89; 90; 24), we argue that MLD model biases are an outstanding issue that must be resolved due to their ecological relevance. We emphasise that the effect of MLD goes beyond primary producers, as it indirectly affects the fitness of higher trophic levels, including top predators, via changes to prey availability (91; 92). Consistent biases or other errors in MLD in ACCESS-OM2-01 will impact the use of ACCESS-OM2-01 for ecosystem assessments. Despite these limitations this model provides a realistic seasonal cycle for MLD that matches observations in most regions.

## 5. Conclusions

We have focused on exploring the spatio-temporal trends of a small subset of variables related to the physical marine environment that are known to influence Southern Ocean ecosystems. Our model assessment shows that the coupled ocean-sea ice model ACCESS-OM2-01 reproduces baseline seasonal, climatological means in the SO with reasonable accuracy. Differences in model performance were seen across variables, but this is expected because computational resources currently available do not allow for a single model to capture the complexity of the climate system and represents all
environmental variables equally well (4). We need reliable representations of past environmental conditions to better understand the ecological impact of past environmental change and to predict future ecological impacts (4). As such, these results emphasise the importance of understanding the capabilities and shortcomings of models within the boundaries of the area of interest prior to using model outputs in ecological applications. For variables, such as sea ice, that have complex effects on the structure and functioning marine ecosystems ( $80 ; 81 ; 2 ; 24 ; 82 ; 83 ; 84$ ), the effect of small deviations in model output from observations can become amplified by the complexity of ecological interactions (4). Therefore we should be cautious when using sea ice seasonality outputs but also remind the reader of paucity of accurate frequent (in the order of days) high-resolution sea-ice measurements especially over Antarctic sea ice. It is ultimately up to end-users to decide if the difference between model outputs and observations make the model suitable to address their ecological questions. There are no set guidelines to define what a good model is, but thresholds of $\pm 20 \%$ difference between observations and model estimates have been used in the past for sea ice data (4).

We must also highlight that the impact of climate change on the SO goes beyond its physical environment. Climate change affects biogeochemical cycles for example through ocean acidification due to enhanced carbon absorption, and oxygen depletion due to ocean warming (50). Changes to the chemical properties of the ocean in turn affect the ability of marine organisms to grow, reproduce and survive $(2 ; 50)$. Future work will examine representations of biogeochemical variables in ACCESS-OM2-01. We should also consider that changes in sea ice conditions do not occur in isolation and
in fact, they can result in alterations to other environmental variables, such as mixed layer depth $(24 ; 82 ; 84)$. This means that ecosystems are affected by multiple stressors at once and the combined effects act in a cumulative way, which in turn compromises the ability of the SO to provide the same number and quality of ecosystem services that are important to humans, including fisheries support, carbon storage and sequestration, and tourism (93). Further, the cumulative nature of environmental impacts makes it difficult to project the ecosystem response to a changing climate. It is therefore important that future work takes this into account to improve predictions of ecological responses and better inform their management (4). Our analysis is highly adaptable to the needs of researchers and policy makers and can be extended to any environmental variable, time period and areas of interest. Scripts are publicly available in an effort to make this work accessible and reproducible.
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## Appendix A. Supplementary Material



Figure Appendix A.1: 1979-2018 monthly mean (dots) and standard deviation (shaded area) of ACCESS-OM2-01 (red) and (71) observational (black) estimates of sea ice extent per sector. Axis scales differ.


Figure Appendix A.2: Yearly mean (dots) and standard deviation (shaded area) of sea ice extent for spring (green) and autumn (yellow) per sector (MEASO). SIE was calculated from daily ACCESS-OM2-01 sea ice concentration data between 1979 and 2018.


Figure Appendix A.3: Differences in trend direction for summer (A), autumn (B), winter (C), and spring (D) calculated from ACCESS-OM2-01 outputs and observations (71) between 1979 and 2018. Zero values shown in white indicate trends in the model and observations agree. Negative values indicate that observations had a negative trend while the model had either a positive trend ( -2 ) or no trend was detected ( -1 ). Positive values indicate positive trends in observations with either no trend detected in the model $(+1)$, or a negative trend in the model ( +2 ). Black lines denote MEASO sectors.


Figure Appendix A.4: Standard deviation in sea ice concentration estimated from ACCESS-OM2-01 outputs between 1979 and 2018. Black lines denote MEASO sectors.
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Figure Appendix A.5: Sea ice extent (SIE, blue dots) and marginal ice zone area (MIZ, green dots) trends per month and MEASO sector in ACCESS-OM2-01 model outputs for 1979-2018. Shading shows the standard error of trends. Stars highlight significant trends.


Figure Appendix A.6: Mean yearly start of sea ice advance (top row), sea ice retreat (middle row) and total duration (bottom row) for each MEASO sector calculated from ACCESS-OM2-01 model outputs from 1979 to 2018. Red borders highlight significant trends ( $\mathrm{p} \leq 0.05$ ).
Table A.3: Descriptive statistics for mixed layer depth (MLD) climatological estimates (1970-2018) obtained from the ACCESS-OM2-01 model across all seasons and MEASO sectors: Median values and 1st and 3rd quartiles in brackets (m). Quartiles were calculated by pooling all non-zero values within a sector boundary, thus they represent the spatio-temporal variability within each sector.

|  | Summer |  |  |  | Autumn |  |  |
| :--- | ---: | ---: | ---: | ---: | ---: | ---: | :---: |
|  | Antarctic | Subantarctic | Northern | Antarctic | Subantarctic | Northern |  |
| Atlantic | $17(14-29)$ | $55(36-67)$ | $35(28-43)$ | $46(36-68)$ | $76(58-92)$ | $62(51-69)$ |  |
| Central Indian | $24(20-30)$ | $61(49-73)$ | $45(35-54)$ | $56(46-76)$ | $95(81-110)$ | $80(68-91)$ |  |
| East Indian | $24(21-27)$ | $42(36-50)$ | $41(34-50)$ | $64(51-88)$ | $83(72-95)$ | $88(76-99)$ |  |
| West Pacific | $22(18-30)$ | $47(43-53)$ | $31(24-41)$ | $54(47-66)$ | $92(87-96)$ | $68(55-88)$ |  |
| East Pacific | $15(12-20)$ | $43(31-55)$ | $41(29-57)$ | $38(35-43)$ | $84(60-106)$ | $78(60-107)$ |  |
|  |  | Winter |  |  | Spring |  |  |
|  | Antarctic | Subantarctic | Northern | Antarctic | Subantarctic | Northern |  |
| Atlantic | $94(77-163)$ | $119(99-134)$ | $120(97-130)$ | $102(83-259)$ | $113(91-131)$ | $94(73-109)$ |  |
| Central Indian | $97(76-142)$ | $150(131-174)$ | $228(147-296)$ | $91(73-136)$ | $148(123-177)$ | $233(131-340)$ |  |
| East Indian | $164(90-236)$ | $143(112-160)$ | $260(204-315)$ | $141(81-235)$ | $138(100-158)$ | $280(192-365)$ |  |
| West Pacific | $106(95-130)$ | $170(145-199)$ | $182(122-261)$ | $117(105-156)$ | $166(137-196)$ | $141(80-247)$ |  |
| East Pacific | $78(67-90)$ | $179(121-250)$ | $157(116-374)$ | $81(67-100)$ | $192(130-255)$ | $134(80-390)$ |  |

## References

[1] IPCC, Climate change 2021: The physical science basis. Contribution of Working Group I to the Sixth Assessment Report of the Intergovernmental Panel on Climate Change, Report, Cambridge University Press (2021).
[2] A. J. Constable, J. Melbourne-Thomas, S. P. Corney, K. R. Arrigo, C. Barbraud, D. K. A. Barnes, N. L. Bindoff, P. W. Boyd, A. Brandt, D. P. Costa, A. T. Davidson, H. W. Ducklow, L. Emmerson, M. Fukuchi, J. Gutt, M. A. Hindell, E. E. Hofmann, G. W. Hosie, T. Iida, S. Jacob, N. M. Johnston, S. Kawaguchi, N. Kokubun, P. Koubbi, M.-A. Lea, A. Makhado, R. A. Massom, K. Meiners, M. P. Meredith, E. J. Murphy, S. Nicol, K. Reid, K. Richerson, M. J. Riddle, S. R. Rintoul, W. O. Smith, C. Southwell, J. S. Stark, M. Sumner, K. M. Swadling, K. T. Takahashi, P. N. Trathan, D. C. Welsford, H. Weimerskirch, K. J. Westwood, B. C. Wienecke, D. Wolf-Gladrow, S. W. Wright, J. C. Xavier, P. Ziegler, Climate change and Southern Ocean ecosystems I: How changes in physical habitats directly affect marine biota, Glob. Change Biol. 20 (10) (2014) 3004-3025. doi:10.1111/gcb.12623.
[3] F. Höring, M. Teschke, L. Suberg, S. Kawaguchi, B. Meyer, Light regime affects the seasonal cycle of Antarctic krill (Euphausia superba): impacts on growth, feeding, lipid metabolism, and maturity, Canadian Journal of Zoology 96 (11) (2018) 1203-1213. doi:10.1139/cjz-2017-0353.
[4] R. D. Cavanagh, E. J. Murphy, T. J. Bracegirdle, J. Turner, C. A. Knowland, S. P. Corney, W. O. Smith, C. M. Waluda, N. M. Johnston,
R. G. J. Bellerby, A. J. Constable, D. P. Costa, E. E. Hofmann, J. A. Jackson, I. J. Staniland, D. Wolf-Gladrow, J. C. Xavier, A synergistic approach for evaluating climate model output for ecological applications, Frontiers in Marine Science 4 (2017). doi:10.3389/fmars.2017.00308.
[5] D. Veytia, S. Corney, K. M. Meiners, S. Kawaguchi, E. J. Murphy, S. Bestley, Circumpolar projections of Antarctic krill growth potential, Nature Climate Change 10 (6) (2020) 568-575. doi:10.1038/s41558-020-0758-4.
[6] H. Mooney, A. Larigauderie, M. Cesario, T. Elmquist, O. HoeghGuldberg, S. Lavorel, G. M. Mace, M. Palmer, R. Scholes, T. Yahara, Biodiversity, climate change, and ecosystem services, Current Opinion in Environmental Sustainability 1 (1) (2009) 46-54. doi:10.1016/j.cosust.2009.07.006.
[7] I. Cvijanovic, K. Caldeira, Atmospheric impacts of sea ice decline in $\mathrm{CO}_{2}$ induced global warming, Climate Dynamics 44 (5-6) (2015) 1173-1186. doi:10.1007/s00382-015-2489-1.
[8] A. Clarke, E. J. Murphy, M. P. Meredith, J. C. King, L. S. Peck, D. K. Barnes, R. C. Smith, Climate change and the marine ecosystem of the western Antarctic Peninsula, Philos Trans R Soc Lond B Biol Sci 362 (1477) (2007) 149-66. doi:10.1098/rstb.2006.1958.
URL https://www.ncbi.nlm.nih.gov/pubmed/17405211
[9] S. L. Chown, C. M. Brooks, The state and future of Antarctic environ-
ments in a global context, Annu. Rev. Env. Resour. 44 (1) (2019) 1-30. doi:10.1146/annurev-environ-101718-033236.
[10] M. P. Meredith, M. Sommerkorn, S. Cassotta, C. Derksen, A. Ekaykin, A. Hollowed, G. Kofinas, A. Mackintosh, J. Melbourne-Thomas, M. M. C. Muelbert, G. Ottersen, H. Pritchard, E. A. G. Schuur, Polar regions, in: H.-O. Pörtner, D. C. Roberts, V. Masson-Delmotte, P. Zhai, M. Tignor, E. Poloczanska, K. Mintenbeck, A. Alegría, M. Nicolai, A. Okem, J. Petzold, B. Rama, N. M. Weyer (Eds.), IPCC Special Report on the Ocean and Cryosphere in a Changing Climate, Intergovernmental Panel on Climate Change, 2019, book section 3, pp. 203-320.
[11] CCAMLR, Convention on the Conservation of Antarctic Marine Living Resources (1980).
[12] A. D. Rogers, B. A. V. Frinault, D. K. A. Barnes, N. L. Bindoff, R. Downie, H. W. Ducklow, A. S. Friedlaender, T. Hart, S. L. Hill, E. E. Hofmann, K. Linse, C. R. McMahon, E. J. Murphy, E. A. Pakhomov, G. Reygondeau, I. J. Staniland, D. A. Wolf-Gladrow, R. M. Wright, Antarctic futures: An assessment of climate-driven changes in ecosystem structure, function, and service provisioning in the Southern Ocean, Ann. Rev. Mar. Sci. 12 (2020) 87-120. doi:10.1146/annurev-marine-010419-011028.

URL https://www.ncbi.nlm.nih.gov/pubmed/31337252
[13] S. R. Rintoul, The global influence of localized dynamics in the Southern Ocean, Nature 558 (7709) (2018) 209-218. doi:10.1038/s41586-018-0182-
3.

URL https://www.ncbi.nlm.nih.gov/pubmed/29899474
[14] E. J. Murphy, N. M. Johnston, E. E. Hofmann, R. A. Phillips, J. A. Jackson, A. J. Constable, S. F. Henley, J. Melbourne-Thomas, R. Trebilco, R. D. Cavanagh, G. A. Tarling, R. A. Saunders, D. K. A. Barnes, D. P. Costa, S. P. Corney, C. I. Fraser, J. Höfer, K. A. Hughes, C. J. Sands, S. E. Thorpe, P. N. Trathan, J. C. Xavier, Global connectivity of Southern Ocean ecosystems, Frontiers in Ecology and Evolution 9 (2021). doi:10.3389/fevo.2021.624451.
[15] S. R. Rintoul, A. C. Naveira Garabato, Dynamics of the Southern Ocean circulation, in: G. Siedler, S. M. Griffies, J. Gould, J. A. Church (Eds.), International Geophysics, Vol. 103, Academic Press, 2013, book section 18, pp. 471-492. doi:10.1016/B978-0-12-391851-2.00018-0. URL http://www.sciencedirect.com/science/article/pii/ B9780123918512000180
[16] A. L. Post, A. J. S. Meijers, A. D. Fraser, K. M. Meiners, J. Ayers, N. L. Bindoff, H. J. Griffiths, A. P. Van de Putte, P. E. O'Brien, K. M. Swadling, B. Raymond, Environmental setting, Scientific Committee on Antarctic Research, Cambridge, UK, 2014, book section 4, pp. 46-64.
[17] H. J. Griffiths, Antarctic marine biodiversity - what do we know about the distribution of life in the Southern Ocean?, PLoS One 5 (8) (2010) e11683. doi:10.1371/journal.pone.0011683.

URL https://www.ncbi.nlm.nih.gov/pubmed/20689841
[18] S. Bestley, Y. Ropert-Coudert, S. Bengtson Nash, C. M. Brooks, C. Cotté, M. Dewar, A. S. Friedlaender, J. A. Jackson, S. Labrousse, A. D. Lowther, C. R. McMahon, R. A. Phillips, P. Pistorius, P. S. Puskic, A. O. d. A. Reis, R. R. Reisinger, M. Santos, E. Tarszisz, P. Tixier, P. N. Trathan, M. Wege, B. Wienecke, Marine Ecosystem Assessment for the Southern Ocean: Birds and marine mammals in a changing climate, Front. Ecol. Evol. 8 (2020). doi:10.3389/fevo.2020.566936.
[19] J. Turner, N. E. Barrand, T. J. Bracegirdle, P. Convey, D. A. Hodgson, M. Jarvis, A. Jenkins, G. Marshall, M. P. Meredith, H. Roscoe, J. Shanklin, J. French, H. Goosse, M. Guglielmin, J. Gutt, S. Jacobs, M. C. Kennicutt, V. Masson-Delmotte, P. Mayewski, F. Navarro, S. Robinson, T. Scambos, M. Sparrow, C. Summerhayes, K. Speer, A. Klepikov, Antarctic climate change and the environment: An update, Polar Record 50 (3) (2014) 237-259. doi:10.1017/s0032247413000296.
[20] C. De Broyer, P. Koubbi, The biogeography of the Southern Ocean, in: C. De Broyer, P. Koubbi, H. J. Griffiths, B. Raymond, C. d'Udekem d'Acoz, A. P. Van de Putte, B. Danis, B. David, S. Grant, J. Gutt, C. Held, G. Hosie, F. Huettmann, A. Post, Y. Ropert-Coudert (Eds.), Biogeographic Atlas of the Southern Ocean, Scientific Committee on Antarctic Research, Cambridge, UK, 2014, Ch. 1.1, pp. 2-9.
[21] S. T. Gille, Warming of the Southern Ocean since the 1950s, Science 295 (5558) (2002) 1275-7. doi:10.1126/science. 1065863.

URL https://www.ncbi.nlm.nih.gov/pubmed/11847337
[22] P. C. Lurcock, F. Florindo, Antarctic climate history and
global climate changes, Oxford University Press (2017). doi:10.1093/oxfordhb/9780190699420.013.18.
[23] S. F. Henley, E. L. Cavan, S. E. Fawcett, R. Kerr, T. Monteiro, R. M. Sherrell, A. R. Bowie, P. W. Boyd, D. K. A. Barnes, I. R. Schloss, T. Marshall, R. Flynn, S. Smith, Changing biogeochemistry of the Southern Ocean and its ecosystem implications, Frontiers in Marine Science 7 (2020). doi:10.3389/fmars.2020.00581.
[24] O. Schofield, M. Brown, J. Kohut, S. Nardelli, G. Saba, N. Waite, H. W. Ducklow, Changes in the upper ocean mixed layer and phytoplankton productivity along the West Antarctic Peninsula, Philos Trans A Math Phys Eng Sci 376 (2122) (2018). doi:10.1098/rsta.2017.0173.

URL https://www.ncbi.nlm.nih.gov/pubmed/29760116
[25] J.-B. Sallée, V. Pellichero, C. Akhoudas, E. Pauthenet, L. Vignes, S. Schmidtko, A. C. Naveira Garabato, P. Sutherland, M. Kuusela, Summertime increases in upper-ocean stratification and mixed-layer depth, Nature 591 (7851) (2021) 592-598. doi:10.1038/s41586-021-03303-x. URL https://www.ncbi.nlm.nih.gov/pubmed/33762764
[26] R. A. Massom, P. C. Reid, S. E. Stammerjohn, B. Raymond, A. D. Fraser, S. Ushio, Change and variability in East Antarctic sea ice seasonality, 1979/80-2009/10, PLOS ONE 8 (5) (2013) e64756. doi:10.1371/journal.pone. 0064756 .

URL https://www.ncbi.nlm.nih.gov/pubmed/23705008
[27] W. R. Hobbs, R. Massom, S. Stammerjohn, P. Reid, G. Williams,
W. Meier, A review of recent changes in Southern Ocean sea ice, their drivers and forcings, Global and Planetary Change 143 (2016) 228-250. doi:10.1016/j.gloplacha.2016.06.008.
[28] J. Martínez-Moreno, A. M. Hogg, A. E. Kiss, N. C. Constantinou, A. K. Morrison, Kinetic energy of eddy-like features from sea surface altimetry, Journal of Advances in Modeling Earth Systems 11 (10) (2019) 30903105. doi:10.1029/2019ms001769.
[29] V. Pellichero, J.-B. Sallée, S. Schmidtko, F. Roquet, J.-B. Charrassin, The ocean mixed layer under Southern Ocean sea-ice: Seasonal cycle and forcing, Journal of Geophysical Research: Oceans 122 (2) (2017) 1608-1633. doi:10.1002/2016jc011970.
[30] R. Trebilco, J. Melbourne-Thomas, M. Sumner, S. Wotherspoon, A. Constable, Assessing status and trends of open ocean habitats: A regionally resolved approach and Southern Ocean application, Ecol. Indic. 107 (2019). doi:10.1016/j.ecolind.2019.105616.
[31] B. Fox-Kemper, H. T. Hewitt, C. Xiao, G. Ađalgeirsdóttir, S. S. Drijfhout, T. L. Edwards, N. R. Golledge, M. Hemer, R. E. Kopp, G. Krinner, A. Mix, D. Notz, S. Nowicki, I. S. Nurhati, L. Ruiz, J.-B. Sallée, A. B. A. Slangen, Y. Yu, Ocean, cryosphere and sea level change, in: V. Masson-Delmotte, P. Zhai, A. Pirani, S. L. Connors, C. Péan, S. Berger, N. Caud, Y. Chen, L. Goldfarb, M. I. Gomis, M. Huang, K. Leitzell, E. Lonnoy, J. Matthews, T. K. Maycock, T. Waterfield, O. Yelekçi, R. Yu, B. Zhou (Eds.), Climate Change 2021: The Physical Science Basis. Contribution of Working Group I to the Sixth Assessment

Report of the Intergovernmental Panel on Climate Change, Cambridge University Press, In press, 2021, pp. 9.1-9.257.
[32] M. D. Smith, An ecological perspective on extreme climatic events: a synthetic definition and framework to guide future research, Journal of Ecology 99 (3) (2011) 656-663. doi:10.1111/j.1365-2745.2011.01798.x. URL https://dx.doi.org/10.1111/j.1365-2745.2011.01798.x
[33] R. W. Schlegel, S. Darmaraki, J. A. Benthuysen, K. Filbee-Dexter, E. C. Oliver, Marine cold-spells, Progress in Oceanography 198 (September) (2021) 102684. doi:10.1016/j.pocean.2021.102684.

URL https://doi.org/10.1016/j.pocean.2021.102684
[34] O. Hoegh-Guldberg, J. F. Bruno, The impact of climate change on the world's marine ecosystems, Science 328 (5985) (2010) 1523-8. doi:10.1126/science. 1189930 .

URL https://www.ncbi.nlm.nih.gov/pubmed/20558709
[35] C. A. Stock, M. A. Alexander, N. A. Bond, K. M. Brander, W. W. L. Cheung, E. N. Curchitser, T. L. Delworth, J. P. Dunne, S. M. Griffies, M. A. Haltuch, J. A. Hare, A. B. Hollowed, P. Lehodey, S. A. Levin, J. S. Link, K. A. Rose, R. R. Rykaczewski, J. L. Sarmiento, R. J. Stouffer, F. B. Schwing, G. A. Vecchi, F. E. Werner, On the use of IPCC-class models to assess the impact of climate on Living Marine Resources, Progress in Oceanography 88 (1-4) (2011) 1-27. doi:10.1016/j.pocean.2010.09.001.
[36] S. Jenouvrier, M. Holland, D. Iles, S. Labrousse, L. Landrum, J. Garnier,
H. Caswell, H. Weimerskirch, M. LaRue, R. Ji, C. Barbraud, The Paris Agreement objectives will likely halt future declines of emperor penguins, Glob Chang Biol 26 (3) (2020) 1170-1184. doi:10.1111/gcb.14864. URL https://www.ncbi.nlm.nih.gov/pubmed/31696584
[37] A. Constable, D. P. Costa, E. Murphy, E. E. Hofmann, O. Schofield, A. J. Press, N. M. Johnston, L. Newman, Assessing status and change in Southern Ocean ecosystems, in: C. De Broyer, P. Koubbi, H. J. Griffiths, B. Raymond, C. d'Udekem d'Acoz, A. P. Van de Putte, B. Danis, B. David, S. M. Grant, J. Gutt, C. Held, G. Hosie, F. Huettmann, A. Post, Y. Ropert-Coudert (Eds.), Biogeographic Atlas of the Southern Ocean, Scientific Committee on Antarctic Research, Cambridge, UK, 2014, Ch. 9.3, pp. 404-407.
[38] J. C. Xavier, A. Brandt, Y. Ropert-Coudert, R. Badhe, J. Gutt, C. Havermans, C. Jones, E. S. Costa, K. Lochte, I. R. Schloss, M. C. Kennicutt, W. J. Sutherland, Future challenges in Southern Ocean ecology research, Frontiers in Marine Science 3 (2016). doi:10.3389/fmars.2016.00094.
[39] A. J. Constable, D. P. Costa, O. Schofield, L. Newman, E. R. Urban, E. A. Fulton, J. Melbourne-Thomas, T. Ballerini, P. W. Boyd, A. Brandt, W. K. de la Mare, M. Edwards, M. Eléaume, L. Emmerson, K. Fennel, S. Fielding, H. Griffiths, J. Gutt, M. A. Hindell, E. E. Hofmann, S. Jennings, H. S. La, A. McCurdy, B. G. Mitchell, T. Moltmann, M. Muelbert, E. Murphy, A. J. Press, B. Raymond, K. Reid, C. Reiss, J. Rice, I. Salter, D. C. Smith, S. Song, C. Southwell, K. M.

Swadling, A. Van de Putte, Z. Willis, Developing priority variables ("ecosystem Essential Ocean Variables" - eEOVs) for observing dynamics and change in Southern Ocean ecosystems, J. Marine Syst. 161 (2016) 26-41. doi:10.1016/j.jmarsys.2016.05.003.
[40] N. J. Bax, W. Appeltans, R. Brainard, J. E. Duffy, P. Dunstan, Q. Hanich, H. Harden Davies, J. Hills, P. Miloslavich, F. E. MullerKarger, S. Simmons, O. Aburto-Oropeza, S. Batten, L. BenedettiCecchi, D. Checkley, S. Chiba, A. Fischer, M. Andersen Garcia, J. Gunn, E. Klein, R. M. Kudela, F. Marsac, D. Obura, Y.-J. Shin, B. Sloyan, T. Tanhua, J. Wilkin, Linking capacity development to GOOS monitoring networks to achieve sustained ocean observation, Frontiers in Marine Science 5 (2018). doi:10.3389/fmars.2018.00346.
[41] E. K. Frazer, P. J. Langhorne, M. J. M. Williams, K. T. Goetz, D. P. Costa, A method for correcting seal-borne oceanographic data and application to the estimation of regional sea ice thickness, J. Marine Syst. 187 (2018) 250-259. doi:10.1016/j.jmarsys.2018.08.002.
[42] A. P. Van de Putte, H. J. Griffiths, C. Brooks, P. Bricher, M. Sweetlove, S. Halfter, B. Raymond, From data to marine ecosystem assessments of the Southern Ocean: Achievements, challenges, and lessons for the future, Frontiers in Marine Science 8 (2021). doi:10.3389/fmars.2021.637063.
[43] A. E. Kiss, A. M. Hogg, N. Hannah, F. Boeira Dias, G. B. Brassington, M. A. Chamberlain, C. Chapman, P. Dobrohotoff, C. M. Domingues, E. R. Duran, M. H. England, R. Fiedler, S. M. Griffies, A. Heerdegen,
P. Heil, R. M. Holmes, A. Klocker, S. J. Marsland, A. K. Morrison, J. Munroe, P. R. Oke, M. Nikurashin, G. S. Pilo, O. Richet, A. Savita, P. Spence, K. D. Stewart, M. L. Ward, F. Wu, X. Zhang, ACCESSOM2: A global ocean-sea ice model at three resolutions, Geosci. Model Dev. (2020). doi:10.5194/gmd-2019-106.
[44] R. M. B. Harris, M. R. Grose, G. Lee, N. L. Bindoff, L. L. Porfirio, P. Fox-Hughes, Climate projections for ecologists, Wiley Interdisciplinary Reviews: Climate Change 5 (5) (2014) 621-637. doi:10.1002/wcc.291.
[45] M. J. Brasier, A. Constable, J. Melbourne-Thomas, R. Trebilco, H. Griffiths, A. Van de Putte, M. Sumner, Observations and models to support the first Marine Ecosystem Assessment for the Southern Ocean (MEASO), Journal of Marine Systems 197 (2019). doi:10.1016/j.jmarsys.2019.05.008.
[46] A. J. Constable, J. Melbourne-Thomas, R. Trebilco, A. J. Press, MEASO approach, structure \& format - MEASO - confluence (2019-02-07 2018).
URL http://soki.aq/x/q4D-Ag
[47] M. D. Sumner, measoshapes: Southern Ocean shapes for 'MEASO' work, r package version 0.0.05.2 (2021).

URL https://github.com/AustralianAntarcticDivision/ measoshapes
[48] J. S. Antoni, G. O. Almandoz, M. E. Ferrario, M. P. Hernando,
D. E. Varela, P. D. Rozema, A. G. J. Buma, F. E. Paparazzo, I. R. Schloss, Response of a natural Antarctic phytoplankton assemblage to changes in temperature and salinity, J. Exp. Mar. Biol. Ecol. 532 (2020). doi:10.1016/j.jembe.2020.151444.
[49] M. E. Alcamán-Arias, S. Fuentes-Alburquenque, P. Vergara-Barros, J. Cifuentes-Anticevic, J. Verdugo, M. Polz, L. Farías, C. PedrósAlió, B. Díez, Coastal bacterial community response to glacier melting in the Western Antarctic Peninsula, Microorganisms 9 (88) (2021). doi:10.3390/microorganisms9010088.

URL https://www.ncbi.nlm.nih.gov/pubmed/33401391
[50] C. J. Ani, B. Robson, Responses of marine ecosystems to climate change impacts and their treatment in biogeochemical ecosystem models, Mar. Pollut. Bull. 166 (2021) 112223. doi:10.1016/j.marpolbul.2021.112223. URL https://www.ncbi.nlm.nih.gov/pubmed/33730556
[51] D. Yang, H. Zhang, Z. Han, X. Han, W. Chen, Q. Liu, J. Pan, G. Fan, F. Le, B. Lu, J. Huang, Biomarker records of D5-6 columns in the eastern Antarctic Peninsula waters: responses of planktonic communities and bio-pump structures to sea ice global warming in the past centenary, Advances in Polar Science 32 (1) (2021). doi:10.13679/j.advps.2020.0025.
[52] A. Atkinson, V. Siegel, E. A. Pakhomov, P. Rothery, Long-term decline in krill stock and increase in salps within the Southern Ocean, Nature 432 (7013) (2004) 100-3. doi:10.1038/nature02996.

URL https://www.ncbi.nlm.nih.gov/pubmed/15525989
[53] A. Atkinson, V. Siegel, E. A. Pakhomov, P. Rothery, V. Loeb, R. M. Ross, L. B. Quetin, K. Schmidt, P. Fretwell, E. J. Murphy, G. A. Tarling, A. H. Fleming, Oceanic circumpolar habitats of Antarctic krill, Marine Ecology Progress Series 362 (2008) 1-23. doi:10.3354/meps07498.
[54] A. Atkinson, S. L. Hill, E. A. Pakhomov, V. Siegel, C. S. Reiss, V. J. Loeb, D. K. Steinberg, K. Schmidt, G. A. Tarling, L. Gerrish, S. F. Sailley, Krill (Euphausia superba) distribution contracts southward during rapid regional warming, Nat. Clim. Change 9 (2) (2019) 142-147. doi:10.1038/s41558-018-0370-z.
[55] M. Arnould-Pétré, C. Guillaumot, B. Danis, J.-P. Féral, T. Saucède, Individual-based model of population dynamics in a sea urchin of the Kerguelen Plateau (Southern Ocean), Abatus cordatus, under changing environmental conditions, Ecol. Model. 440 (2021). doi:10.1016/j.ecolmodel.2020.109352.
[56] D. J. Agnew, The CCAMLR Ecosystem Monitoring Programme, Antarctic Science 9 (3) (1997) 235-242. doi:10.1017/s095410209700031x.
[57] K. Mezgec, B. Stenni, X. Crosta, V. Masson-Delmotte, C. Baroni, M. Braida, V. Ciardini, E. Colizza, R. Melis, M. C. Salvatore, M. Severi, C. Scarchilli, R. Traversi, R. Udisti, M. Frezzotti, Holocene sea ice variability driven by wind and polynya efficiency in the Ross Sea, Nat Commun 8 (1) (2017) 1334. doi:10.1038/s41467-017-01455-x. URL https://www.ncbi.nlm.nih.gov/pubmed/29109395
[58] F. Carvalho, J. Kohut, M. J. Oliver, O. Schofield, Defining the ecologi-
cally relevant mixed-layer depth for Antarctica's coastal seas, Geophysical Research Letters 44 (1) (2017) 338-345. doi:10.1002/2016gl071205.
[59] S. F. Henley, O. M. Schofield, K. R. Hendry, I. R. Schloss, D. K. Steinberg, C. Moffat, L. S. Peck, D. P. Costa, D. C. E. Bakker, C. Hughes, P. D. Rozema, H. W. Ducklow, D. Abele, J. Stefels, M. A. Van Leeuwe, C. P. D. Brussaard, A. G. J. Buma, J. Kohut, R. Sahade, A. S. Friedlaender, S. E. Stammerjohn, H. J. Venables, M. P. Meredith, Variability and change in the West Antarctic Peninsula marine system: Research priorities and opportunities, Progress in Oceanography 173 (2019) 208237. doi:10.1016/j.pocean.2019.03.003.
[60] J.-B. Sallée, K. G. Speer, S. R. Rintoul, Zonally asymmetric response of the Southern Ocean mixed-layer depth to the Southern Annular Mode, Nature Geoscience 3 (4) (2010) 273-279. doi:10.1038/ngeo812.
[61] K. R. Arrigo, G. L. van Dijken, S. Bushinsky, Primary production in the Southern Ocean, 1997-2006, J. Geophys. Res. 113 (C8) (2008). doi:10.1029/2007jc004551.
[62] S. M. Griffies, Elements of the Modular Ocean Model (MOM), Report, NOAA/Geophysical Fluid Dynamics Laboratory (2012). URL https://mom-ocean.github.io
[63] E. C. Hunke, W. H. Lipscomb, A. K. Turner, N. Jeffery, S. Elliott, CICE: the Los Alamos sea ice model documentation and software user's manual. Version 5.1, Report, Los Alamos National Laboratory (2015).
[64] H. Tsujino, S. Urakawa, H. Nakano, R. J. Small, W. M. Kim, S. G. Yeager, G. Danabasoglu, T. Suzuki, J. L. Bamber, M. Bentsen, C. W. Böning, A. Bozec, E. P. Chassignet, E. Curchitser, F. Boeira Dias, P. J. Durack, S. M. Griffies, Y. Harada, M. Ilicak, S. A. Josey, C. Kobayashi, S. Kobayashi, Y. Komuro, W. G. Large, J. Le Sommer, S. J. Marsland, S. Masina, M. Scheinert, H. Tomita, M. Valdivieso, D. Yamazaki, JRA55 based surface dataset for driving ocean-sea-ice models (JRA55-do), Ocean Modelling 130 (2018) 79-139. doi:10.1016/j.ocemod.2018.07.002.
[65] R. Moorman, A. K. Morrison, A. M. Hogg, Thermal responses to Antarctic ice shelf melt in an eddy-rich global ocean-sea ice model, Journal of Climate 33 (15) (2020) 6599-6620. doi:10.1175/jcli-d-19-0846.1.
[66] A. K. Morrison, A. M. Hogg, M. H. England, P. Spence, Warm Circumpolar Deep Water transport toward Antarctica driven by local dense water export in canyons, Sci Adv 6 (18) (2020) eaav2516. doi:10.1126/sciadv.aav2516.

URL https://www.ncbi.nlm.nih.gov/pubmed/32494658
[67] W. G. C. Huneke, A. K. Morrison, A. M. Hogg, Spatial and subannual variability of the Antarctic Slope Current in an eddying ocean-sea ice model, Journal of Physical Oceanography 52 (3) (2022) 347-361. doi:10.1175/jpo-d-21-0143.1.
[68] A. Solodoch, A. L. Stewart, A. M. Hogg, A. K. Morrison, A. E. Kiss, A. F. Thompson, S. G. Purkey, L. Cimoli, How does Antarctic Bottom Water cross the Southern Ocean?, Geophysical Research Letters 49 (7) (2022). doi:10.1029/2021gl097211.
[69] R. A. Locarnini, A. V. Mishonov, J. I. Antonov, T. P. Boyer, H. E. Garcia, O. K. Baranova, M. M. Zweng, C. R. Paver, J. R. Reagan, D. R. Johnson, M. Hamilton, D. Seidov, World ocean atlas 2013, volume 1: Temperature (2013).
[70] M. M. Zweng, J. R. Reagan, J. I. Antonov, R. A. Locarnini, A. V. Mishonov, T. P. Boyer, H. E. Garcia, O. K. Baranova, D. R. Johnson, D. Seidov, M. M. Biddle, World ocean atlas 2013, volume 2: Salinity (2013).
[71] W. N. Meier, F. Fetterer, M. Savoie, S. Mallory, R. Duerr, J. Stroeve, NOAA/NSIDC climate data record of passive microwave sea ice concentration, Version 3 (2017). doi:https://doi.org/10.7265/N59P2ZTG.
[72] G. Peng, W. N. Meier, D. J. Scott, M. H. Savoie, A long-term and reproducible passive microwave sea ice concentration data record for climate studies and monitoring, Earth System Science Data 5 (2) (2013) 311-318. doi:10.5194/essd-5-311-2013.
[73] J.-B. Sallée, V. Pellichero, C. Akhoudas, E. Pauthenet, L. Vignes, S. Schmidtko, A. Naveira Garabato, P. Sutherland, M. Kuusela, Fiftyyear changes of the world ocean's surface layer in response to climate change (October 2020). doi:10.5281/zenodo. 4073174.

URL https://doi.org/10.5281/zenodo. 4073174
[74] D. Iovino, J. Selivanova, S. Masina, A. Cipollone, The Antarctic marginal ice zone and pack ice area in CMEMS GREP en-
semble reanalysis product, Frontiers in Earth Science 10 (2022). doi:10.3389/feart.2022.745274.
[75] C. Strong, D. Foster, E. Cherkaev, I. Eisenman, K. M. Golden, On the definition of marginal ice zone width, Journal of Atmospheric and Oceanic Technology 34 (7) (2017) 1565-1584. doi:10.1175/jtech-d-160171.1.
[76] C. L. Parkinson, A 40-y record reveals gradual Antarctic sea ice increases followed by decreases at rates far exceeding the rates seen in the Arctic, Proc Natl Acad Sci U S A 116 (29) (2019) 14414-14423. doi:10.1073/pnas. 1906556116.

URL https://www.ncbi.nlm.nih.gov/pubmed/31262810
[77] T. Rackow, S. Danilov, H. F. Goessling, H. H. Hellmer, D. V. Sein, T. Semmler, D. Sidorenko, T. Jung, Delayed Antarctic sea-ice decline in high-resolution climate change simulations, Nat Commun 13 (1) (2022) 637. doi:10.1038/s41467-022-28259-y.

URL https://www.ncbi.nlm.nih.gov/pubmed/35110565
[78] J.-B. Sallée, E. Shuckburgh, N. Bruneau, A. J. S. Meijers, T. J. Bracegirdle, Z. Wang, Assessment of Southern Ocean mixed-layer depths in CMIP5 models: Historical bias and forcing response, Journal of Geophysical Research: Oceans 118 (4) (2013) 1845-1862. doi:10.1002/jgrc. 20157.
[79] D. A. Fordham, T. M. L. Wigley, B. W. Brook, Multi-model climate projections for biodiversity risk assessments, Ecological Applications 21 (8)
(2011) 3317-3331. doi:10.1890/11-0314.1.

URL <GotoISI> ://WOS:000299166300033
[80] K. R. Arrigo, D. N. Thomas, Large scale importance of sea ice biology in the Southern Ocean, Antarctic Science 16 (4) (2004) 471-486. doi:10.1017/s0954102004002263.
[81] J. Forcada, P. N. Trathan, K. Reid, E. J. Murphy, J. P. Croxall, Contrasting population changes in sympatric penguin species in association with climate warming, Global Change Biology 12 (3) (2006) 411-423. doi:10.1111/j.1365-2486.2006.01108.x.
[82] B. T. Saenz, D. G. Ainley, K. L. Daly, G. Ballard, E. Conlisk, M. L. Elrod, S. L. Kim, Drivers of concentrated predation in an Antarctic marginal-ice-zone food web, Scientific Reports 10 (1) (2020) 7282. doi:10.1038/s41598-020-63875-y.
URL https://www.ncbi.nlm.nih.gov/pubmed/32350362
[83] E. Schall, K. Thomisch, O. Boebel, G. Gerlach, S. Spiesecke, I. Van Opzeeland, Large-scale spatial variabilities in the humpback whale acoustic presence in the Atlantic sector of the Southern Ocean, R Soc Open Sci 7 (12) (2020) 201347. doi:10.1098/rsos. 201347. URL https://www.ncbi.nlm.nih.gov/pubmed/33489279
[84] R. D. Cavanagh, P. N. Trathan, S. L. Hill, J. Melbourne-Thomas, M. P. Meredith, P. Hollyman, B. A. Krafft, M. Mc Muelbert, E. J. Murphy, M. Sommerkorn, J. Turner, S. M. Grant, Utilising IPCC assessments to support the ecosystem approach to fisheries manage-
ment within a warming Southern Ocean, Marine Policy 131 (2021). doi:10.1016/j.marpol.2021.104589.
[85] K. Schmidt, A. Atkinson, H. J. Venables, D. W. Pond, Early spawning of Antarctic krill in the Scotia Sea is fuelled by "superfluous" feeding on non-ice associated phytoplankton blooms, Deep Sea Research Part II: Topical Studies in Oceanography 59-60 (2012) 159-172. doi:10.1016/j.dsr2.2011.05.002.
[86] B. Meyer, U. Freier, V. Grimm, J. Groeneveld, B. P. V. Hunt, S. Kerwath, R. King, C. Klaas, E. Pakhomov, K. M. Meiners, J. MelbourneThomas, E. J. Murphy, S. E. Thorpe, S. E. Stammerjohn, D. WolfGladrow, L. Auerswald, A. Gotz, L. Halbach, S. Jarman, S. Kawaguchi, T. Krumpen, G. Nehrke, R. Ricker, M. Sumner, M. Teschke, R. Trebilco, N. I. Yilmaz, The winter pack-ice zone provides a sheltered but food-poor habitat for larval Antarctic krill, Nat Ecol Evol 1 (12) (2017) 1853-1861. doi:10.1038/s41559-017-0368-3.

URL https://www.ncbi.nlm.nih.gov/pubmed/29133903
[87] A. Kumar, J. Yadav, R. Mohan, Seasonal sea-ice variability and its trend in the Weddell Sea sector of West Antarctica, Environmental Research Letters (2021). doi:10.1088/1748-9326/abdc88.
[88] S. Jenouvrier, J. Che-Castaldo, S. Wolf, M. Holland, S. Labrousse, M. LaRue, B. Wienecke, P. Fretwell, C. Barbraud, N. Greenwald, J. Stroeve, P. N. Trathan, The call of the emperor penguin: Legal responses to species threatened by climate change, Glob Chang Biol

27 (20) (2021) 5008-5029. doi:10.1111/gcb. 15806.
URL https://www.ncbi.nlm.nih.gov/pubmed/34342929
[89] J. K. B. Bishop, W. B. Rossow, Spatial and temporal variability of global surface solar irradiance, Journal of Geophysical Research 96 (C9) (1991). doi:10.1029/91jc01754.
[90] M. Montes-Hugo, S. C. Doney, H. W. Ducklow, W. Fraser, D. G. Martinson, S. E. Stammerjohn, O. Schofield, Recent changes in phytoplankton communities associated with rapid regional climate change along the Western Antarctic Peninsula, Science 323 (5920) (2009) 1470-3. doi:10.1126/science. 1164533 .

URL https://www.ncbi.nlm.nih.gov/pubmed/19286554
[91] M. Biuw, L. Boehme, C. Guinet, M. Hindell, D. Costa, J. B. Charrassin, F. Roquet, F. Bailleul, M. Meredith, S. Thorpe, Y. Tremblay, B. McDonald, Y. H. Park, S. R. Rintoul, N. Bindoff, M. Goebel, D. Crocker, P. Lovell, J. Nicholson, F. Monks, M. A. Fedak, Variations in behavior and condition of a Southern Ocean top predator in relation to in situ oceanographic conditions, Proc Natl Acad Sci USA 104 (34) (2007) 13705-10. doi:10.1073/pnas. 0701121104.

URL https://www.ncbi.nlm.nih.gov/pubmed/17693555
[92] G. D. Williams, S. Nicol, B. Raymond, K. Meiners, Summertime mixed layer development in the marginal sea ice zone off the Mawson coast, East Antarctica, Deep Sea Research Part II: Topical Studies in Oceanography 55 (3-4) (2008) 365-376. doi:10.1016/j.dsr2.2007.11.007.

1119 [93] R. D. Cavanagh, J. Melbourne-Thomas, S. M. Grant, D. K. A. Barnes, K. A. Hughes, S. Halfter, M. P. Meredith, E. J. Murphy, R. Trebilco, S. L. Hill, Future risk for Southern Ocean ecosystem services under climate change, Frontiers in Marine Science 7 (2021). doi:10.3389/fmars.2020.615214.


[^0]:    *Corresponding author.
    Email address: lilian.fierroarcos@utas.edu.au (Denisse Fierro-Arcos)

