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#### Abstract

Accurate estimates of abundance are crucial for successful conservation and management. However, gathering abundance data is costly. Species Abundance Models (SAMs) are increasingly used to predict variation in abundance for resource management for single species, but collecting enough relevant environmental information to build effective SAMs can often be challenging. Species co-occurrence patterns may provide additional information on missing environmental predictors, and data on presence-absence species co-occurrence are typically easier to collect than abundance or detailed environmental data. However, it is still not clear when supplementing abiotic data with co-occurrence data should improve abundance predictions, as co-occurrence data itself represents a noisy indicator of the local environment. Using simulated data where we manipulated the strength of relevant environmental predictors across multiple species, we assessed the conditions that improve model predictions of a target species by using co-occurrence data on the remaining species as a proxy for missing environmental predictors. Because species often share environmental preferences in nature, an aspect simulated in our data, latent variables are expected to summarize important environmental gradients across co-occurring species. We employed Gaussian copulas to generate presence-absence co-occurrence-based latent variables as proxies. These latent variables, along with various combinations of environmental predictors, were subsequently used as predictors in SAMs. We evaluated the accuracy of these models in predicting the presence and abundance of target species through model validation exercises. Our results showed that incorporating presence-absence latent predictors generally improved model performance when compared to models lacking relevant environmental predictors, although there was considerable variation in performance across simulations. All models tended to have greater error rates when predicting abundant species compared to rare species. The goal of our


proposed framework is to offer a novel and easy to implement method for accurately predicting abundance from both biotic and environmental information.

## Introduction

Community ecology has grown increasingly quantitative in response to the demand for a deeper understanding and more accurate predictions regarding how ecological factors and processes influence abundance, biomass, and interactions among both coexisting and noncoexisting species (Flecker and Matthews 1999; Persson 2008). Abundance serves as a critical indicator for individual species, their communities, and/or the state of the environment, enabling us to quantify ecosystem functioning (e.g., predation pressure, densities of preys available, the probability of reproductive encounters) (Degnbol and Jarre 2004). However, abundance data is generally difficult to collect across many different locations in heterogeneous landscapes (e.g., across many lakes in a landscape) whereas data on the presence or absence of communities of species can be easier to collect at landscape scales (Jackson and Harvey 1997). As such, it would be useful for landscape-scale management to be able to predict the local abundance of specific species based on easier-to-sample data such as the presence or absence of other species.

Many conventional models used to predict abundance rely on local (e.g., lake temperature) and regional (e.g., number of growing degree days) environmental variables (Lek et al. 1996; Brosse et al. 1999; VanDerWal et al. 2009; Boyce et al. 2016; Bradley 2016; Sobrino et al. 2020). While environmental variables are relatively easy to gather through sampling or existing datasets, they are unlikely to encompass the multitude of sources of variation necessary for accurately predicting the abundances of target species of interest and other responses related to their communities, such as species composition. This limitation arises
because it is not often possible to measure all relevant environmental variables, and many species and community responses depend on factors beyond just environmental ones. Additional factors, such as species interactions and history of introducing exotic species, among many others, also play important roles in shaping species patterns of species distributions, including abundance, and biodiversity (richness and species composition) in local communities and regionally (i.e., large scale variation).

In many cases, however, the environmental data gathered and used for predicting abundance variation in space (e.g., across sites) may stand as the primary source of low predictive accuracy, rather than other additional factors. For instance, relevant environmental variables may be missing or subject to measurement errors, or there could be time lags in environmental fluctuations and related changes in abundances (Myers 1998; Dornelas et al. 2013; Bengtsson, Baillie, and Lawton 1997); and these lags may vary spatially and temporally (i.e., non-stationarity in lag-responses) even for the same species. If an unmeasured driver affects the abundance of at least two species, whether positively, negatively, or even in opposite directions between the species, one can expect that information about the distribution of one of these two species would improve the prediction of the other. This is especially expected when the probability of a species' presence or absence is related to its abundances, and when the presence or absence of other species act as proxies for unmeasured quantitative factors (e.g., low versus high values), or qualitative factors (e.g., presence or absence of the missing factor). Indeed, several studies have shown that, for certain species, the most accurate predictor of abundance was information regarding the presences and absences of other species (González-Salazar, Stephens, and Marquet 2013; Lewis et al. 2017; Öğlü et al. 2019; Olkeba et al. 2020). While pairwise comparisons can be somewhat effective when studying single species, the interactions among multiple species can be complex and may not be adequately captured by pairwise comparisons alone.

It is generally not feasible to include the presence of all species in a regional species pool as predictors in a model targeting even the abundance of a single species. This is because even a moderately sized regional species pool may result in tens or hundreds of additional predictors in any abundance model. As such, incorporating the presence of other species into abundance models requires some form of dimension reduction of the species pool prior to analysis. In addition, many dimension reduction methods can borrow information across species and characterize their patterns of co-occurrence in a much-reduced number of axes, thereby improving predictive power based on these axes rather than considering all species separately (Carreira-Perpinán 1997; Cunningham 2008).

A solution to incorporating complex co-occurrence data while retaining a low dimensionality is to employ latent variable models (Walker and Jackson 2011). Latent variables are unobservable variables or factors that are not directly measured but rather estimated based on the associations (covariation) among species. These latent variables aim to estimate the joint model probability distribution of species presences-absences and represent the underlying structure or patterns in the data by specifying how data points (e.g., species composition across local communities or sites) are likely to be generated. Several methods exist to estimate latent variables from abundance or presence-absence data, including non-model-based (e.g., classic ordination methods such as principal component analysis) and model-based (e.g., mixed-model ordinations) methods (Walker and Jackson 2011; Popovic et al. 2019; Popovic, Hui, and Warton 2022). The power of latent variable methods stems from their ability to capture hidden variation in a dataset in low dimensionality (ter Braak and Prentice 1988; ter Braak 1985). Our contribution here is to demonstrate the robustness of modeling the abundances of single target species as function of latent variables that model the cooccurrence (presence-absence patterns) of the other species. This aspect is particularly important for the management and conservation programs tailored to specific species. We
introduce this general modeling framework and evaluate its ability to represent sources of predictive error caused by unmeasured drivers through detailed simulations.

The goal of this study is to assess the robustness of our proposed framework for advancing single species abundance distribution models using species co-occurrence data of other species in their communities. We used detailed simulations to contrast the performance of models containing various levels of information on the environment and community composition. Moreover, because we generate abundance distributions for all species in our simulations, we can contrast our model performance between abundance-based and species-co-occurrence based. Specifically, using comprehensive simulations, we set out to assess the performance of our proposed species-abundance framework by: (1) deriving rules for determining the number of latent variables used in modeling single species abundances, (2) contrasting model performance containing varying levels of information about the true underlying drivers (environment) versus latents (i.e., environmental proxies based on cooccurrence patterns of species sharing variable levels of environmental affinities; Figure 1), and (3) assessing how predictive performance varies as a function of sample size (i.e., number of sites or local communities used as input into the model). In this study, we focused on scenarios in which species and their communities are influenced solely by environmental variation, without considering the impact of species interactions or dispersal, which can either enhance or diminish model performance (i.e., increase or decrease predictive accuracy, respectively).

## Material and method

The simulations to test our framework followed the subsequent steps (see Figure 1 for an illustration of how this general workflow for a single simulated landscape):

1. Use stochastic simulations to generate landscape-scale environmental variation for each site in a landscape, and to generate coefficients for each species determining how average species abundance should vary as a function of environmental variables.
2. Simulate the abundance of species in each site, based on the environmental variables and coefficients generated in step 1.
3. Calculate latent variables from the presence-absence data of the previously generated abundance using Gaussian Copulas.
4. Using a subset of the data generated, train a set of statistical models for each species to predict local abundance. Trained models varied in the number of included environmental variables and whether the model included latent variables.
5. Use a suite of metrics to evaluate the ability of each model to predict patterns of presence-absence and abundance for the sites that were not used to estimate the models.

## Steps 1 and 2: simulating communities

We used a Poisson model to simulate species abundances across different landscapes representing communities spread across $E$ environmental gradients, assuming that the values of the environmental gradients were uncorrelated from one another, and that the $\log$ of the mean abundance of each species was equal to the sum of linearly dependent functions of each of the environmental gradients plus a species-specific intercept:

$$
\begin{align*}
& A_{s, j, u} \sim \operatorname{Poisson}\left(\mu_{s, j, u}\right)  \tag{a}\\
& \mu_{s, j, u}=\exp \left(b_{0, s, u}+b_{1, s, u} X_{1, j, u}+b_{2, s, u} X_{2, j, u}+\cdots+b_{E, s, u} X_{E, j, u}\right) \tag{b}
\end{align*}
$$

Here $\mu_{s, j, u}$ is the expected number of individuals (abundance) of a species at a site, conditional on the environmental covariates included in the model. The abundance values
were drawn from a Poisson distribution with mean $\mu_{s, j, u} . s$ denotes species, $j$ sites, and $u$ the landscape. $A_{s, j, u}$ is the abundance of the $\mathrm{s}^{\text {th }}$ species in site $j$ of landscape $u, X_{1, j, u}$ to $X_{E, j, u}$ are the $E$ environmental covariates that vary for each site $j$ of each landscape $u, b_{0, s, u}$ the intercept that vary for each species $s$ and landscape $u$, and $b_{1, s, u}$ to $b_{E, s, u}$ fixed coefficients relative to environmental variables $l$ to $E$ for species $s$ in landscape $u$.

We simulated environmental covariates by drawing $J$ independent, normally distributed values for each of the $E$ environmental variables for each landscape (step 1 ). Thus, values for each covariate were statistically independent, with each environmental covariate having a mean of 0 and a variance of 1 across sites. These environmental covariates can be interpreted as environmental gradients given that they were generated independently. The coefficients $\left(b_{0, s, u}, b_{1, s, u}, \ldots b_{E, s, u}\right)$ for each species were drawn from a uniform distribution with a range of -2.4 to 1.2 for the intercept, and -0.8 to 0.8 for the slopes. The ranges for the coefficients were determined through simulation trials where we identified the minimum and maximum coefficients that allowed for all species to be present in at least $10 \%$ of sites and at most in $90 \%$ of sites. The selected parameters allowed to generate species with different levels of strength between abundance and environment variables (e.g., narrow versus broad niche breadths; step 2). Table 1 summarizes how each variable in eq. 1 was generated. The distribution across species of spatially averaged species abundance within each landscape was approximately log-normally distributed (Figure 2), resembling common patterns found in natural communities.

## Step 3: Latent variables generation and their abilities to represent missing environmental variation

Different methods are available for incorporating presence-absence information into a latent model (Popovic et al. 2019; Zou and Zhang 2009; Blanchet, Cazelles, and Gravel 2020). The
copula approach used here is a model-based latent approach to estimate latent variables from multivariate data sets, as implemented in the ecoCopula R package (Popovic et al. 2019). This Gaussian Copula graphical model approach combines a multivariate distribution (e.g., multivariate Gaussian) with a set of marginal distributions (e.g., binomial, Poisson). Due to its high versatility (i.e., allowing for the selection of the multivariate distribution as well as the modeling of the appropriate discrete marginal distributions), it holds significant potential for applications in ecology (Anderson et al. 2019). Additionally, it has been shown to be one of the most accurate latent estimation methods in heterogenous environments (i.e., varying with a binary environmental covariate) (Popovic et al. 2019) and has been identified as the fastest and most robust latent variable quantification method for count and binomial (presenceabsence) data (Popovic et al. 2022).

However, the copula model requires specifying the number of latent variables to estimate prior to model fitting. In general, at least $E$ latent variables should be required to capture the variation in $E$ independent environmental gradients, but it may be the case that more latent variables are needed to fully capture environmental variation. One frequently used method for determining the number of latent variables to retain is to compare AIC (Akaike Information Criterion) or BIC (Bayesian Information Criterion) for models with increasing numbers of latent variables until the chosen matrix reaches a minimum value (i.e., best predictive value of co-occurrence). However, initial testing on landscapes (simulated using the method in step 1) with varying numbers of latent variables consistently showed that, using the BIC method calculated in ecoCopula, the BIC score was always lowest for models with a single latent variable, regardless of the number of environmental predictors used to simulate species abundances. As such, we conducted a preliminary trial to evaluate the number of latent variables needed to best approximate the environmental gradients in our simulated landscapes.

Using eq. 1, we simulated $U$ landscapes of size $J$ (number of sites), containing $S$ species and a varying $E$ number of environmental predictors $(U=450, J \in\{100,200,300\}, S \in\{10,20$, $30\}, E \in[1,5] ;$ Table 1). To evaluate the optimal number of latent parameters (axes) needed to best approximate the environmental gradients in our simulated landscapes and compare the impact of adding or removing latent variables, we generated several numbers of latent variables for each possible combination of parameter values. Therefore, for each possible combination of parameter values, we fitted the presence-absence data into a stacked species regression model before using a model-based ordination with Gaussian copulas by using the functions stackedsdm and cord from the package ecoCopula (Popovic et al. 2019, version 1.02) with $L$ different numbers of latent factors to model them ( $L \in[1,5]$ ).

We extracted the BIC value of each of these models and subtracted from them the BIC of the best model from any given simulation set (i.e., lowest BIC for the species considered in the current landscape). To evaluate the effectiveness of the latent variables in representing (i.e., serve as a proxy) environmental variation, we conducted a redundancy analysis (RDA) of the original environmental variables used to simulate species abundance regressed against the extracted latents using the function $r d a$ from the package vegan (Oksanen et al. 2022, version 2.6-2). Ability of latents to represent environmental variation was measured via the RDA adjusted $\mathrm{R}^{2}$ (Peres-Neto et al. 2006). We determined from this trial that, regardless of the number of sites $J$ or species $S$ in the simulation, BIC was always lowest with a single latent variable (Appendix S1: Figure S1), but adjusted $\mathrm{R}^{2}$ did increase with the number of latent predictors, until the number of latents equalled $E$, after which the adjusted $R^{2}$ did not increase with more latent variables (Appendix S1: Figure S2), so there is no reason to extract more than $E$ latent variables for any given simulation.

## Step 4: Contrasting the performance of abundance models

We compared the models containing only the environmental variables used to generate species abundances (eq. 1) against the ones containing selected environmental variables and the latent variables (community composition). This allowed us to compare model performance under ideal conditions because we used the true environmental drivers used to simulate species abundances against models from which we removed various combinations of environmental variables (scenarios) and replaced them with latent variables (proxies) to represent the missing sources of variation. Note, however, that ideal conditions do not imply perfect model performance, as different species were simulated with varying degrees of strength and associated errors relative to environmental variables (e.g., narrow versus broad niche breadths).

For this contrast, we created $U$ landscapes, and for each landscape $u$, we generated $K$ replicates ( $U=30, K=10$ replicates per landscape). For each replicate $k$, we simulated abundances for each $s$ species in each site $j$ using eq. 1 , using three environmental variables $\boldsymbol{X}_{1}, \boldsymbol{X}_{2}$ and $\boldsymbol{X}_{3}$ per landscape containing multiple sites. We simulated 20 species and 1000 sites per landscape. We fixed the number of latent factors to 3 as we had three environmental variables (see RDA results in previous section). Replicates (i.e., landscapes using the same coefficients but had varying values of environmental gradients) were used to allow a reasonable estimate of the metrics used to contrast model performances.

We randomly sampled 100 sites (out of the 1000 simulated) from each landscape $u$ (referred here as to the training set), and for each training set we estimated abundance models with different combinations of environmental and latent predictors (step 4). Each model was estimated using a Generalized Linear Model (GLM), using a Poisson distribution with a loglink function (Kéry and Royle 2015). We used the manyglm function from the R package mvabund (Wang et al. 2022, version 4.2-1) to fit separate models for each replicate landscape simultaneously for all species separately.

We were interested in comparing models containing different combinations of environmental variables and latent variables. The complete list of model scenarios considered is described in Table 2. As each species had different strengths of relationship with each environmental variable (i.e., different coefficient values in eq. 1 were used to simulate each species), we ordered the models based on the decreasing values of the environmental coefficients used to simulate the species' abundance. For instance, if species $A$ had the values of $-0.5,0$ and 0.8 as coefficients for the environmental variables $\boldsymbol{X}_{1}, \boldsymbol{X}_{2}$, and $\boldsymbol{X}_{3}$, respectively, $\boldsymbol{X}_{3}$ had the largest influence on driving abundance values, followed by $\boldsymbol{X}_{2}$ (i.e., importance is given by decreasing coefficient values) and $\boldsymbol{X}_{1}$. But if species $B$ had values of $0.7,-0.5$ and 0.3 as coefficients for the environmental variables $\boldsymbol{X}_{1}, \boldsymbol{X}_{2}$, and $\boldsymbol{X}_{3}$ respectively, its abundance was mostly driven by variations of $\boldsymbol{X}_{1}$, then $\boldsymbol{X}_{3}$ and finally $\boldsymbol{X}_{2}$. When removing $\boldsymbol{X}_{1}$ from the predictors of a model, species $A$ and $B$ were not impacted in the same way due to the lesser influence $\boldsymbol{X}_{1}$ had on the abundance of species $A$. We predicted that including latent variables should increase predictive ability more when added to a model that only included environmental predictors that weakly predicted the abundance of an individual species. To test this, we compared model performance with and without latent variables for models including different combinations of strengths of environmental variables.

For models containing one environmental variable as predictor, we labeled the predictors as "high", "intermediate", and "low", corresponding to the decreasing values of coefficients of the environmental variables. For models incorporating two environmental variables, we designated the model with the two highest coefficients as "high", the model with the highest and lowest coefficient as "intermediate", and the model with the two lowest coefficients as "low".

Step 5: comparison of model performance

For each model estimated for each replicate within the same landscape, we generated predictions for species abundances at the remaining 900 sites in the landscape from which the sites were sampled from (the test set). To establish baselines for optimal model performance, we also calculated predicted abundances in the test set using the oracle model: i.e., the model employing the true coefficients used to simulate each species' abundances to predict the conditional expected abundance for each species in each site. The oracle model represents the best possible model for estimating the simulated abundances in each test set that could be derived using data from the training set. Two other models were singled out: (i) a benchmark model containing all three environmental variables, to identify in which scenarios having access to all environmental variables (drivers of the abundance) did not suffice to properly estimate the environmental coefficients (by comparing the performance of the benchmark model to that of the oracle model), and (ii) a latent model containing only the latent variables, to study how species co-occurrence patterns performed as predictors of their own. We assessed how effectively the different models, including the oracle model, predicted the pattern of presences and absences as well as the true abundances in the test set.

Although our primary focus was on predicting abundance, we evaluated the models for both presence-absence and abundance predictions. This approach was taken because, in many cases, the interest may lie in predicting presence or absence of a particular target species. It is important to note, however, that the latents used as predictors were always derived based on the presence-absence of other species.

## Metrics for evaluating presence-absence predictions

The Poisson regression models estimated in step 4 can predict the probability of presence of each species in a given site, but to evaluate the effectiveness of the model for predicting presence, these probabilities need to be translated into concrete predictions for presence or absence (Lawson et al. 2014; Phillips and Elith 2013). If we only treated a model as
predicting a species present if the probability of presence was over $50 \%$, models for rare species would only predict absences (and vice versa for common species), so using a fixed probability threshold would lead to all models of rare (common) species having the same predictive performance as a model that just predicts the species always being absent (present).

Therefore, instead of using a fixed probability threshold to convert the probabilities into presence-absence predictions, we used a prevalence-based approach. For each species, we set a threshold equal to the true occurrence (prevalence) rate of the species across a given landscape (e.g., Liu et al. 2005). We used this threshold to generate a predicted presenceabsence matrix for each site and each species in each landscape for a given model. This was achieved by determining whether the expected abundance by the model for that site was greater (present) or lower (absent) than the threshold value. We then compared the performance of each model to the oracle model using a range of metrics, the equations for which are provided in Table 3. Using the predicted presence-absence matrices, we calculated the True Skill Statistic (TSS, Peirce 1884; Table 3) for each model, species and landscape replicate. The TSS, which ranges from -1 to +1 , measures the difference between the sensitivity and specificity of the model. A score of +1 indicates a perfect agreement between the model's predictions and the true presence-absence, while a score of 0 or lower signifies performance no better than random (Allouche, Tsoar, and Kadmon 2006). We calculated the ratio of the TSS of the model over the TSS of the oracle and computed the mean for each model, species and landscape. Then, we grouped species into bins based on occurrence rates across different landscapes. A TSS ratio of $\geqslant 1$ indicates that the model performed as well or better than the oracle, while a TSS ratio of $\leq 0$ or less means that the model predicted presence as badly or worse than random chance.

To compare whether including latent predictors increased model performance relative to just using environmental variables, we also calculated the delta TSS, defined as the TSS of
environmental model minus the TSS of corresponding latent model (i.e., models containing the same environmental variables where the only difference in specification was the inclusion of latent variables as predictors). A positive delta TSS indicates the environmental model to have the best performance, whereas a negative value suggests that the model including of latent variables performs best.

## Metrics for evaluating abundance predictions

When evaluating how each model predicted species abundance, we limited comparisons to sites where the species was present (i.e., abundance of 1 or higher). To evaluate how well each model predicted species abundance we calculated the following prediction metrics for each model, species and landscape replicate: Mean Absolute Percentage Error (MAPE), Root Mean Squared Percentage Error (RMSPE), Relative Mean Squared Error (RMSE), Symmetric Mean Absolute Percentage Error (SMAPE), and Root Mean Ratio Percentage Error (RMRPE) (see Table 3 for definitions of these metrics). We calculated the ratio of each metric to the corresponding metric calculated for the oracle model (i.e., best possible scenario) and calculated the average ratio for each model, species and landscape (referred to as the ratio metric in the results). We also calculated the delta metric, defined as the metric calculated for a model containing only environmental variables minus the metric calculated for a model with the same environmental variables as well as latent variables. As above, a negative delta metric indicated that the latent model performed better than the same model lacking latent variables.

To illustrate how different metric performances varied with species abundance across simulations, we grouped species in different landscapes into percentile bins, based on the average (true) abundance of the species in its own landscape, and then calculated average ratio metrics and delta metrics for each percentile bin across landscapes and replicates.

## Results

## Number of latent variables needed to capture environmental variation

We first focus on determining the optimal number of latent dimensions to select when using Gaussian copulas. To assess the goodness of fit of the models, we examined both the RDA adjusted $\mathrm{R}^{2}$, which represents the proportion of variance explained by the model, and the Bayesian Information Criterion (BIC), which is typically used to determine the optimal number of latent variables to retain. The RDA enabled us to estimate how effectively the latents characterize the original environmental variables (gradients) based on community composition, while the BIC helped us determine whether this criterion indeed allows for selection of an appropriate number of latents to represent community composition.

The adjusted $\mathrm{R}^{2}$ consistently increased with the number of latent dimensions until it equaled the actual number of environmental variables used to simulate the data, at which point it plateaued (Figure 3, Appendix S1: Figure S2). This indicates that additional latent variables did not improve the model's ability to predict the environmental state of a given location. The maximum fraction of variance explained was not significantly affected by the number of true environmental variables used to generate (simulate) species abundances; capturing variation from one environmental gradient was as feasible as capturing it from three or four environmental gradients (i.e., variables). Note, again, that the interpretation here as gradients is possible because environmental variables were generated independently. The adjusted $\mathrm{R}^{2}$ was not sensitive to the number of sites in the landscape used to estimate the latent variables, but it was sensitive to the number of species used: models based on 10 species could only explain about $30 \%$ of the variation in environmental variables, regardless of the number of latent variables used, whereas models based on 30 species could explain $\sim 60 \%$ of variation in the environmental matrix (Appendix S1: Figure S2).

In contrast, the Bayesian Information Criterion (BIC) consistently increased with the number of latent dimensions, without showing any signs of reaching a plateau (Appendix S1: Figure S1). While models with lower BIC are generally expected to have better predictive ability for unobserved data - suggesting that the best model would always retain one latent variable regardless of the environmental dimension - this expectation did not align with our observations for the adjusted $\mathrm{R}^{2}$. This discrepancy indicates that BIC (as calculated by ecoCopula) is not a good metric of the predictive performance of the latent model, at least when applied to gradients driving abundances while their latents were extracted from presence-absence data. Therefore, we did not report BIC of the estimated latent models for the remainder of our simulations.

## Models' performance

## Presence-absence predictions

We now focus on the models' performance in predicting presence-absence, including the ratio TSS (representing how well each model performed compared to the oracle model) and delta TSS (represented how well models without latent variables performed relative to models including latent variables). The ratio of the TSS had a mean of 0.7 and ranged from -1.6 to 1.7 (recall that any value below 0 indicates that the model did not perform better than random, while any value above 1 represents better performance compared to the oracle). Initially examining the TSS across species occurrence percentiles, there were no obvious patterns (Figure 4). In this case, the number of occurrences of a target species did not influence model's performance. When comparing models, models containing two environmental variables performed better on average than those with only one, regardless of whether latents are included or not.

When comparing models with and without latent variables, any delta TSS value above 0 indicates that the environmental model performs better, while any negative value indicates a better performance by the latent model. Models containing latent variables generally performed better on average across all (target) species, especially for those with high occurrence and in models containing only one environmental predictor (Figure 4). The differences are less pronounced when comparing models that contain two environmental variables (i.e., where only one environmental predictor is missing from the model). Reducing the number of sites used to fit the model did not affect the performance of the TSS, sensitivity, or specificity (Appendix S1: Figure S3).

When comparing the TSS as performance of the oracle (i.e., a model using the true coefficients of the environmental variables to generate the species' conditional expectations), benchmark (i.e., a model containing all three environmental variables), and latent models (i.e., a model containing only the latent variables), we can notice that they are very correlated across species occurrence percentiles (Figure 5). The benchmark and oracle models have extremely similar performances. Regarding sensitivity, the benchmark and oracle models are also highly correlated, while the latent model demonstrates good correlation for species with low occurrence. For specificity, the benchmark and oracle models are correlated for high occurrence species, while the benchmark and latent models are correlated for low occurrence species.

## Abundance predictions

To assess the goodness of fit for abundance-based models (i.e., target species include abundance information while latents are based on presence-absence of the other species), we calculated six metrics to assess the extent to which the models mispredict species abundances. Again, we used the ratio of each metric over the same metric calculated for the oracle model (i.e., representing the best possible predictive scenario), along with the delta metric to
compare models that differ in composition due to the inclusion or exclusion of latent variables.

To assess across all species the impact on model performance of removing any given environmental predictor, we had to consider the varying strengths in the relationship between each species abundance and each environmental variable to compare the predictive ability of latents. As a reminder, in models containing one environmental variable as predictor, we labeled the predictors as "high", "intermediate", and "low", corresponding to the decreasing coefficients of the environmental variables. For models incorporating two environmental variables, we designated the model with the two highest coefficients as "high", the model with the highest and lowest coefficient as "intermediate", and the model with the two lowest coefficients as "low". Regardless of the metric considered, we observe the following patterns: prediction error increases as species abundance increases, and models containing two environmental variables outperform models containing only one environmental variable (Figure 6, Appendix S1: Figure S4). When comparing models with or without latent variables, highly abundant species were best predicted by models containing latent variables (Figure 6, Appendix S1: Figure S4). For species with low and medium abundances, the inclusion or exclusion of latent did not impact the performance of the models; they exhibited very similar values of error.

When comparing the metrics in relation to the performance of the oracle (i.e., a model using the true coefficients of the environmental variables to generate the species' conditional expectations), benchmark (i.e., a model containing all three environmental variables) and latent models (i.e., a model containing only the latent variables), we observe identical trends across all metrics. The performance of the three models was very similar for low abundance species; however, the latent model diverged when the abundance percentile was higher than $70 \%$, with an increase in predictive error (Appendix S1: Figure S5). The metrics were not
sensitive to the number of sites in the landscape used to fit the models (Appendix S1: Figure S6).

## Discussion

## Number of latent variables needed to capture environmental variation

Our first goal was to establish rules for determining the number of latent variables used in modeling single species abundances. To achieve this, we examined the behavior of two metrics, the BIC and the adjusted $\mathrm{R}^{2}$, within a simulated landscape. Our results indicate that the BIC was not a useful metric for deciding the appropriate number of latent variables when employing Gaussians copulas. Instead of plateauing once the latent variables captured as much of the environment as possible, it continued to increase, implying that the best number of latent variables was consistently one even in cases where multiple independent environmental gradients were set to simulate species distributions. It is plausible that current calculation method for BIC is incorrect or does not employ an appropriate penalty measure (number of parameters and sample size). Note that there is a general lack of consensus about the best criteria for assessing latent models (Weller, Bowen, and Faubert 2020). On one hand, the BIC is generally regarded as a reliable metric for latent models (Nylund, Asparouhov, and Muthén 2007); however, it is also criticized for being overly conservative (Mindrila 2023) as it was the case here. Note, however, that the underperformance of BIC to decide the number of latents to use in species abundance models may be due to the fact that, in our simulations, species' responses to environmental gradients were in the form of abundances, whereas latent predictors were extracted from presence-absence data. Consequently, the more liberal AIC might be a preferable option for the Gaussian copulas used in our study. Note that regardless of whether we use AIC or BIC to assess the number of latents to retain, this assessment is
intrinsic and solely based on the community data used to estimate the latent variables, which are then used as predictors in abundance distribution models of single species. As we will discuss, an extrinsic selection, in which latents that improve abundance predictive accuracy are chosen, may prove to be a better strategy when using latent models based on cooccurrence data to predict abundance of single (target) species.

Note that the goal of the RDA analysis, based on the $\mathrm{R}^{2}$ metric, was to assess whether the latent structures used here could serve as a good proxy for the true environmental variables used to simulate species distributions. Given that the adjusted $\mathrm{R}^{2}$ plateaued when the number of latent variables equalled the true number of environmental dimensions, it instills confidence that these latents serve as robust proxies. However, it is important to note that this analysis cannot generally be performed, as in true empirical cases we do not know whether the measured predictors are important. Further, this plateau of latent predictive ability when the number of latent predictors equals the number of environmental predictors is likely due to the fact that our abundance simulations only used linear environment-abundance relationships; it is likely that if abundance-environment relationships were nonlinear (e.g. unior multi-modal), a larger number of latent variables would be needed to capture the same number of environmental dimensions.

Additionally, although the RDA analysis demonstrated that the correct number of latents can represent the true number of environmental gradients structuring co-occurring species, it is important to note that the original simulations generated abundance values that were then transformed into presence-absence for generating latents. Although using presence-absence data allows our models to be applicable across many systems - given that researchers often only have abundance data for a few target species and presence-absence data for multiple other co-occurring species - there is certainly loss of environmental signal by doing so. This explains why the adjusted $\mathrm{R}^{2}$ is generally not very high.

## Model performance

Our second and third objectives were aimed at contrasting model performance that contained varying levels of information (i.e., number of predictors) about the true underlying drivers versus latent predictors and assessing how predictive performance varied as a function of sample size. We first compared model performance based on the presence-absence predictions, with the goal of assessing accuracy and comparing it to current models used by management which in most cases, do not contain all relevant environmental drivers. Although our study was primarily designed to predict abundance, the ability to derive accurate presence-absence predictions would enable researchers to apply an even more general framework for species distribution modeling based on latent predictors.

## Presence-absence predictions

As to be expected, adding relevant environmental variables to the models improves predictions. Since the species' abundance - and consequently presence-absence - is linearly related to these variables, any environmental information enables the model to capture more variation and thus predict abundance more accurately. Including all environmental variables leads to a perfect prediction. Although our goal was to develop and assess the performance of a general framework for predicting species distributions of target species based on latents of co-occurring species, different issues could be considered in future studies. For instance, the perfect prediction including all predictors was an outcome to be expected given that we did not include measurement error for environmental predictors or species abundances (i.e., white noise) in our simulations (see McInerny and Purves 2011 for potential approaches for attenuating the potential effects of environmental measurement error species distributional models). It would be interesting to perform a sensitivity analysis after including measurement errors either in the way environment (e.g., spatial variation within sites, temporal lags in
species responses to environments) or abundance (e.g., estimates based on mark-recapture) are measured.

The inclusion of species co-occurrence patterns through latent variables also leads to an improvement in predictions, indicating that the latent variables can capture unobserved environmental variation and serve as a proxy for missing (but relevant) environmental drivers. Indeed, models that incorporate two environmental variables and latent variables tended to perform better than models containing only two environmental variables. This is particularly important since empirical datasets are unlikely to capture all relevant environmental drivers. Although presence-absence datasets are common, a model capable of predicting the presence and absence of an invasive species or a rare species based on the rest of the community composition could be useful for conservation efforts, especially with methods such as eDNA surveys that can collect information on presence from relatively few samples (Rees et al. 2014).

The lack of influence of number of sites sampled on model performance may initially seem surprising. However, the training set of sites used to fit the models was sampled independently of the values of the environmental variables and without measurement error. This means that regardless of number of sites used to fit the model, the relationship between abundance and environment would have been accurately captured. It would be interesting to assess how changing the relationship from linear to quadratic would influence the results; as there would be increased complexity in the link, we'd expect to have a greater impact of number of sites sampled on the predictions.

## Abundance predictions

The species' average abundance was generally low in our simulations. However, since we were interested in relative abundance error rather than true abundance error, we made a
deliberate decision not to adjust the parameters of our simulations, maintaining a low average abundance. The shape of the abundance density curve was, to us, the most salient characteristic we aimed to replicate. Keeping the average abundance low also allowed us to maintain the occurrence of species within an ecologically meaningful range (i.e., between $10 \%$ and $90 \%$ of occurrence across the landscape).

As expected, adding environmental variables improved the abundance predictions. Since no measurement error was included in the simulations for either environmental variables or species abundances, the inclusion of any environmental variable is likely to improve predictive accuracy. However, it is interesting to note that adding community composition only improved predictions for the high abundance species. One possible explanation for this is that the way we generated species abundances resulted in low-abundance species also being only weakly predictable from environmental variation (and thus only weakly predictable from community composition). In our simulations, a species would have low average abundance if it either had a small intercept $\left(b_{0}\right)$ and values of the environmental slopes ( $b_{1}$ to $b_{E}$ values) close to zero (so it would be roughly equally distributed across the landscape), or if it had a very small intercept value $\left(b_{0}\right)$ and one large environmental slope value, so it was wellpredicted by a single environmental variable. As such, the low predictive power of latent variables for rare species observed in our results may not generalize to species in natural settings. In fact, one might expect that species with intermediate abundances are likely to be best predicted due to the positive relationship typically observed between occupancy (number of sites occupied) and abundance (Gaston 1996; but see Wright 1991). Species with low abundances may not occupy all suitable habitats, while those with high abundances could be generalists, occupying an excess of environments. Additionally, many other nonenvironmental factors (e.g., biogeography, dispersal limitation, species interactions, species introductions) may plays an important role in shaping patterns of species distributions and
biodiversity in local communities and regionally (Boulangeat, Gravel, and Thuiller 2012; Lewis et al. 2017; Guisan and Thuiller 2005). We suggest that future research could extent these simulations to incorporate nonlinear environmental gradients driving species abundances.

Unlike presence-absence predictions, where no pattern related to species incidence could be identified, we observe a clear trend for the abundance predictions. The more abundant a species is, the higher the model's predictive error. Since we measure the relative error in prediction and not the absolute error, this is not an artefact related to the total abundance of the species but rather it is related to the fact that the high abundance sites are poorly predicted. However, it may be due to the fact that we simulated species abundance from a Poisson distribution, where the variance in outcome increases linearly with the mean abundance, which would lead to higher variability in abundance even between sites with identical environmental variables. This does not make this result an artifact of our simulations, however; positive mean-variance relationships are typical in ecological populations (He and Gaston 2003), so we expect that it should be more difficult in general to predict abundances of common species compared to rare ones. It is important to highlight the fact that using a different statistical family to model species' abundance might allow for a better fit of the model with empirical data and further improve the predictions (see review by Waldock et al. 2022). Note, however, that the main component of our framework - the use of latents based on species co-ocurrence patterns to predict species abundances - can be directly applied to any modeling procedure, whether it is based on maximum likelihood, Bayesian or machine learning models.

One intriguing result was observing the convergence of the models' performance for lowabundance species. Indeed, for species in the 0 to 50 percentiles of abundance, regardless of the metric used, a model containing only community composition can perform as well as one
containing all environmental variables. This result may demonstrate the true potential for our framework as a management tool. However, again, this may be due to the Poisson expectation of our simulations as explained earlier. This performance does not apply to high abundance species, where there is a significant divergence in the models' performance, likely caused by a few sites with very high abundances. Applications to empirical datasets may require downweighing the importance of sites containing high abundances to avoid skewing the model's predictive accuracy. The use of more robust models that may account for different types of overdispersion (e.g., very low and high abundances) can be considered within the context of our framework (e.g., Poisson-log normal model, Harrison 2014).

Additionally, increasing the number of sites sampled did not influence predictive performance, a result we anticipated since we sampled uniformly across the landscapes and captured the entire range of variation when fitting the model. However, such uniform sampling across landscapes is unlikely to be realistic when using empirical data, particularly in complex and patchy landscapes in which environmental features are clumped and spatially autocorrelated. This issue extends beyond our study. Various approaches have been proposed to mitigate the impact of complex landscapes on the predictive performance of species distribution models based on environmental features. Different sampling methods (Fortin, Drapeau, and Legendre 1989; Christianson and Kaufman 2016), model validation techniques (Wenger and Olden 2012), and modeling frameworks (e.g., Dormann 2007 for a review, Guélat and Kéry 2018) are among these proposed solutions and could, in principle, be incorporated into our modeling framework given its flexibility.

We did not include any species interactions in our model simulations: as such, our results demonstrate that latent community composition variables can capture similar patterns of environmental interactions even in the absence of species interacting with one another. Although latent variable models can represent species interactions (e.g., competition, trophic
interactions) via networks (e.g., Ovaskainen et al. 2016), adjustments to the latent extraction may be necessary in order to incorporate more complex processes underlying pattern of species co-occurrences. It is likely that including direct species interactions (e.g., competition or predation) would increase the power of latent parameters for predicting species abundances as long as strong species interactions were relatively rare, or species interaction networks are relatively sparse; strong species interactions and dense species interaction networks can result in complex feedbacks, such that the net effect of presence or absence of a given species on a focal species may be indeterminant (Tunney, Carpenter, and Vander Zanden 2017).

Finally, it is important to consider that we used all species in any given simulated landscape to generate latents. However, it is likely that certain reduced number of species combinations would better serve as inputs for latent generation. For instance, consider a scenario involving two species and two independent environmental predictors. If one species is highly associated with one environmental predictor but randomly associated with the other; and the second species shows the reverse pattern, then the two species will not effectively predict each other. One possible solution is to cluster species based on their environmental affinities prior to latent generation (see Hui et al. 2013 for a discussion). As such, latents could be tailored to only consider species that increase the model performance of the target species.

Our proposed framework offers considerable promise for several compelling reasons. First, it is highly flexible in terms of parameter estimation, as it can accommodate any regression style approach. This allows to predict both presence-absence and abundance, and it demonstrates very good performance in predicting low-abundance species. Moreover, one can also use other latent modeling procedures and not necessarily Gaussian copulas. The framework could also be used to predict biomass rather than abundance by replacing the family of the GLM used, depending on the variable of highest interest for management. Overall, our proposed
framework is incredibly versatile, allowing for significant flexibility and adaptability to accommodate the available data.
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| Variable name | Variable | Values |
| :--- | :--- | :--- |
| $\mathbf{A}$ | Abundance | 0 to $\infty$ |
| $\mathrm{S}, \mathrm{s}$ | Number of species, species index | $\{10,20,30\}$ |
| $\mathrm{U}, \mathrm{u}$ | Number of landscapes, landscape index | 30 |
| $\mathrm{~J}, \mathrm{j}$ | Number of sites, site index |  |
| E | Number of environmental variables | 3 |
| $b_{0, s, u}$ | Intercept for species s and landscape u | Uniform(-2.4, 1.2) |
| $b_{1, s, u}$ to | Slopes for species s, landscape u and | Uniform(-0.8, 0.8) |
| $\quad b_{E, s, u}$ | environmental variables 1 to E |  |
| $X_{1, u, j}$ to | Environmental variables 1 to E for site j of | Normal(0,1) |
| $\quad X_{E, j, u}$ | landscape u |  |
| L | Number of latent variables |  |
| $\mathbf{X}$ | Environmental variable | 3 |
| $\mathbf{Z}$ | Latent variable |  |

## Tables

Table 1. Variable symbols and indexes, and their associated values and distributions used in the simulation study. Bold letters indicate that the variable is a vector or a matrix.

| Variables included | Model specification | Regression formula |
| :--- | :--- | ---: |
|  | 3 environmental variables | $\boldsymbol{A} \sim \boldsymbol{X}_{1}+\boldsymbol{X}_{2}+\boldsymbol{X}_{3}$ |
|  |  | $\boldsymbol{A} \sim \boldsymbol{X}_{1}+\boldsymbol{X}_{2}$ |
| Environmental variables | 2 environmental variables | $\boldsymbol{A} \sim \boldsymbol{X}_{1}+\boldsymbol{X}_{3}$ |
|  |  | $\boldsymbol{A} \sim \boldsymbol{X}_{2}+\boldsymbol{X}_{3}$ |
|  | 1 environmental variable | $\boldsymbol{A} \sim \boldsymbol{X}_{1}$ |
|  |  | $\boldsymbol{A} \sim \boldsymbol{X}_{2}$ |
| $\boldsymbol{A} \sim \boldsymbol{X}_{3}$ |  |  |
| Environmental variables and | community composition | $\boldsymbol{A} \sim \boldsymbol{X}_{1}+\boldsymbol{X}_{2}+\boldsymbol{Z}_{1}: \boldsymbol{Z}_{3}$ |
| community composition | 1 environmental variable and | $\boldsymbol{A} \sim \boldsymbol{X}_{1}+\boldsymbol{X}_{3}+\boldsymbol{Z}_{1}: \boldsymbol{Z}_{3}$ |
|  | community composition | $\boldsymbol{A} \sim \boldsymbol{X}_{2}+\boldsymbol{X}_{3}+\boldsymbol{Z}_{1}: \boldsymbol{Z}_{3}$ |
|  | $\boldsymbol{A} \sim \boldsymbol{X}_{1}+\boldsymbol{Z}_{1}: \boldsymbol{Z}_{3}$ |  |
|  | $\boldsymbol{A} \sim \boldsymbol{X}_{2}+\boldsymbol{Z}_{1}: \boldsymbol{Z}_{3}$ |  |
|  |  | $\boldsymbol{A} \sim \boldsymbol{X}_{2}+\boldsymbol{Z}_{1}: \boldsymbol{Z}_{3}$ |


| Metric | Equation |
| :---: | :---: |
| TSS | $T S S=\frac{T P}{T P+F N}+\frac{T N}{T N+F P}-1$ |
| Sensitivity | $\text { Sensitivity }=\frac{T P}{T P+F N}$ |
| Specificity | $\text { Specificity }=\frac{T N}{T N+F P}$ |
| MAPE | $M A P E=\frac{1}{J} \sum_{s} \frac{\left\|\boldsymbol{A}_{s}-\boldsymbol{P}_{s}\right\|}{\boldsymbol{A}_{s}} \times 100$ |
| RMSPE | $R M S P E=\sqrt{\frac{1}{J} \sum_{s}\left(\frac{\boldsymbol{A}_{s}-\boldsymbol{P}_{s}}{\boldsymbol{A}_{s}}\right)^{2}} \times 100$ |
| RMSE | $R M S E=\sqrt{\frac{1}{J} \sum_{s} \frac{\left(\boldsymbol{A}_{s}-\boldsymbol{P}_{s}\right)^{2}}{\boldsymbol{A}_{s}^{2}}} \times 100$ |
| SMAPE | $\text { SMAPE }=\frac{1}{J} \sum_{s} \frac{\left\|\boldsymbol{A}_{s}-\boldsymbol{P}_{s}\right\|}{\left\|\boldsymbol{A}_{s}\right\|+\left\|\boldsymbol{P}_{s}\right\|} \times 100$ |
| RMRPE | $R M R P E=\sqrt{\frac{1}{J} \sum_{s} \log \left(\frac{\boldsymbol{P}_{s}}{\boldsymbol{A}_{s}}\right)^{2}} \times 100$ |

Table 3. Metrics used for assessing model predictive performance based on presence-absence and abundance of target species. $J$ represents the number of sites, $\boldsymbol{A}_{s}$ the true abundance of the (target) species, $\boldsymbol{P}_{s}$ the predicted abundance, TP the true positives, FP the false positives, TN the true negatives, and FN the false negatives. Bold letters indicate that the variable is a vector or a matrix. The True Skill Statistic (TSS), sensitivity, and specificity are calculated for all sites of the landscape. Having evaluated the presence-absence predictions of the models and to avoid artificially inflating the error rate of the abundance metrics, the Mean Absolute Percentage Error (MAPE), Root Mean Squared Percentage Error (RMSPE), Relative Mean Squared Error (RMSE), Symmetric Mean Absolute Percentage Error (SMAPE), and Root Mean Ratio Percentage Error (RMRPE) are calculated for sites where the species is truly present (i.e., abundance of 1 or more).

Figure captions

Figure 1. The rationale underlying our model framework and simulation workflow to assess its performance. First, species abundances were simulated for all species (top left panel) as a function of multiple environmental factors. In this example, two environmental variables were used to simulate species abundances ( $\mathbf{X}_{1}$ and $\mathbf{X}_{2}$; bottom left panel). Species abundances are then transformed into presence-absence data and used to derive latent variables (bottom left panel). Here, only one latent variable is presented for simplicity. allowing one to more easily it association with the abundances of the original simulated species. Variation in species abundances (target species) across sites is then modeled against latent and environmental variables or reduced combinations (e.g., removing an environmental variable and assess the conditions that affect latent performances), depending on specific simulation scenarios. The model can produce either abundance or presence-absence predictions for each site. The black rectangular outline highlights the target species (species 10) that the model aims at predicting.

Figure 2. The density of average species abundance across sites within each landscape. For each landscape, we calculated the average abundance of each species and plotted the density of abundances in each of the 30 landscapes (grey lines). We also plotted the density of abundances across all landscapes to represent the average landscape (black line). The red line is a reference line indicates the probability density function of a log-normal distribution with the same log-mean and log-standard deviation of the average abundance distribution across replicates.

Figure 3. Variation in adjusted $R^{2}$ as a function of the number of latent variables used, as well as the true dimensions of the environment and the number of species in the landscape. Here we used 500 sites, and variations according to other number of sites are presented in Appendix S1: Figure S2. Colors represent the varying number of species in the landscape, and
each panel indicates the true dimension of the environment (i.e., number of environmental variables used to simulate the abundance of a given target species).

Figure 4. Ratio TSS and delta TSS for each model and bin of species occurrence percentiles. The ratio TSS was averaged across all landscapes and replicates per model and species, with species binned by percentile of occurrence (percentage of sites occupied) and divided by the TSS of the oracle model. A value of 1 for the ratio TSS indicates an identical performance between the model and the oracle model, while a value below 0 represents a performance similar to that of a random model. To improve contrast between colors, we confined the color scheme between 0 and 1 . Any value below 0 indicates a prediction of presence-absence no better than a random model, and any value above 1 a better prediction than the oracle model. The environment panel represents models containing only environmental variables, while the latent panel is for models containing latent variables (mix of latent and environmental predictors); the models were then ordered from bottom to top as fewest to the greatest number of environmental variables included and sorted by coefficients relative to each environmental variable (see Methods for more information, note that the "mid" model refers to the "intermediate" model). The delta TSS was measured as the TSS of the model with environmental variables minus the TSS of the model with the same combination of environmental variables and latent variables. A negative value indicates that the model with latent predicts the presence-absence of the species better than the model containing only environmental variables.

Figure 5. Correlation between the metrics studied (TSS, sensitivity, and specificity) depending on the model across species occurrence percentiles. The vertical panels indicate the different metrics, with models represented in different colors. The oracle model refers to the model using the true environmental coefficients, while the other models were fitted using all environmental variables (benchmark) or latent variables (latent). The True Skill Statistic
(TSS) measures the difference between sensitivity and specificity of the model and ranges from -1 to +1 . A score of +1 indicates a perfect agreement between the predictions of the model and the true presence-absence, while a score of 0 or less represents a performance no better than random. Sensitivity represents the ability to correctly classify a species as "present", while specificity represents the ability to correctly classify a species as "absent". Their values can be interpreted as a percentage, with values of 1 indicating perfect classification of either presence or absence, and values of 0.5 no better than random. Here we used 500 sites, and variations according to other number of sites are presented in Appendix S1: Figure S3.

Figure 6. Ratio Mean Absolute Percentage (MAPE) and delta MAPE are presented for each model and bins of species abundance percentiles. The MAPE is averaged across all landscapes and replicates per model and species, with the species binned by percentile of abundance and divided by the MAPE of the oracle model to derive the ratio MAPE. The environment panel represents models containing only environmental variables, while the latent panel depicts models containing latent predictors. The models are then ordered from bottom to top, from the fewest to the greatest number of environmental variables included and sorted by coefficients relative to each environmental variable. See Methods for more information, note that the "mid" model refers to the "intermediate" model. Delta MAPE was measured as the MAPE of the model with environmental variables only minus the MAPE of the model with the same combination of environmental and latent predictors. A positive value indicates that the model with latent predicts the abundance of the species better than the model containing only environmental variables.
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## Appendix S1



Figure S1. Variation in delta BIC as a function of the number of latent variables used, as well as the true dimensions of the environment, the number of species in the landscape and the number of sites. Horizontal panels represent the number of sites, and each vertical panel indicates the true dimension of the environment (i.e., number of environmental variables used to simulate the abundance of a given target species). Colors represent the varying number of species in the landscape. The delta BIC is calculated as the BIC of the model minus the BIC of the best model for the ongoing simulation.


Figure S2. Variation in adjusted $\mathrm{R}^{2}$ as a function of the number of latent variables used, as well as the true dimensions of the environment, the number of species in the landscape and the number of sites. Horizontal panels represent the varying number of sites, and each vertical panel indicates the true dimension of the environment (i.e., number of environmental variables used to simulate the abundance of a given target species). Colors represent the varying number of species in the landscape.


Figure S3. Average value of the studied metrics (Ratio TSS, ratio sensitivity, and ratio specificity) depending on the number of sites used to fit the models, the model used, and the occurance of species. Horizontal panels represent the different occurence: species with low, medium and high occurrence corresponding respectively to bins of 15,50 , and 80 percentiles of occurrence. Vertical panels indicate the metrics considered, with the models represented in different colors. The ratio metric is calculated as the metric for the predictions of a model for a species of the landscape divided by the same metric calculated for the oracle model. For the ratio TSS, a score of 1 indicates a perfect agreement between the predictions of the considered model and the oracle model, while a score of 0 or less represents a performance no better than random. For the ratio sensitivity, it represents the ability to correctly classify a species as
"present", while the ratio specificity represents the ability to correctly classify a species as "absent". For both metrics, values above 1 indicate a better performance than the oracle model and values below 1 indicate a lesser performance. The benchmark model refers to the model containing all environmental variables, 2V.high the model with the two environmental variables with the highest coefficients, 1V.high the model with the environmental variable with the highest coefficient, and Latent the model containing the latent variables.
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Figure S4. Abundance metrics and the comparison of performance between environmental models and latent models measured as delta metrics. Each metric is averaged across all landscapes and replicates per model and species, with the species binned by percentile of abundance, and divided by the metric of the oracle model to give the ratio metric. The environment panel represents models containing only environmental variables, while the latent panel depicts models containing latent predictors. The models are then ordered from bottom to top, from the fewest to the greatest number of environmental variables included and sorted by coefficients relative to each environmental variable. See Methods for more information, note that the "mid" model refers to the "intermediate" model. The delta metric was measured as the metric of the model with environmental variables only minus the metric of the model with the same combination of environmental and latent predictors. A positive value indicates that the model with latent predicts the abundance of the species better than the model containing only environmental variables.


Figure S5. Correlation between the metrics studied (MAPE, RMSPE, RMSE, SMAPE, and RMRPE) depending on the model across species abundance percentiles. The vertical panels indicate the different metrics, with models represented in different colors. Each metric is averaged across all landscapes and replicates per model and species, with the species binned by percentile of abundance. The oracle model refers to the model using the true environmental coefficients while the other models were fitted using all environmental variables (benchmark) or latent variables (latent).


Figure S6. Average value of the studied metrics (MAPE, RMSPE, RMSE, SMAPE, and RMRPE) depending on the number of sites used to fit the models, the model used, and the
abundance of species. Horizontal panels represent the different abundances: species with low, medium and high occurrence corresponding respectively to bins of 15,50 , and 80 percentiles of occurrence. Vertical panels indicate the metrics considered, with the models represented in different colors. Each metric is averaged across all landscapes and replicates per model and species, with the species binned by percentile of abundance and divided by the metric of the oracle model to give the ratio metric. The benchmark model refers to the model containing all environmental variables, 2V.high the model with the two environmental variables with the highest coefficients, 1V.high the model with the environmental variable with the highest coefficient, and Latent the model containing the latent variables.

