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Abstract

The use of non-genetically modified microbial inoculants for beneficial purposes in agricul-

ture, bioremediation, medicine, and infrastructure is increasing. The intentional introduction

of plants and animals for similar purposes has a long history, but despite successes, has re-

sulted in thousands of plant and animal species becoming invasive, with catastrophic conse-

quences for the environment, public health, and society. Hundreds of microbial invasions are

known, and although microbial inoculants can provide benefits, they have similar potential

to negatively impact ecosystems. Little action has been taken to guard against the threat of

microbial invasions from non-genetically modified microbial inoculants. Now is the time to

develop an effective research and management infrastructure for these microbial inoculants
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to avoid catastrophic outcomes similar to those caused by intentionally-introduced plants

and animals. Here, we propose a unified research and management approach to spur action

by regulators and practitioners. Three aims need to be addressed: developing (1) a coherent

mechanistic understanding of how microbial inoculants effect invasions, (2) predictive models

forecasting which microbes pose risks of invasion, and (3) effective management strategies.

To guide mechanistic understanding, we develop seventeen key hypotheses. For predictive

modeling, quantitative trait analysis and risk maps will be critical. Management strategies

will depend on both understanding and predictions, but prevention rather than eradication or

control of invasive microbes is likely to be most effective, and a precautionary regulatory ap-

proach should immediately be applied to inoculants. Multiple data types will be instrumental

for understanding and predicting which microbial inoculants have invasive potential: exper-

imental data from microcosm and mesocosm experiments, and large-scale observational data

from microbial surveillance. Both phenomenological and mechanistic modeling approaches

will be key in achieving these fundamental and applied research aims. Moreover, each stage of

the invasion process — transport, establishment, spread, and impacts — often need to be inves-

tigated separately. The unified approach developed here provides a roadmap for developing

a research and management infrastructure to guard against the threat of microbial invasions

from non-genetically modified microbial inoculants.

Keywords: Invasive species | Microorganisms | Microbial inoculation | Microbial amendment

Introduction

In the late 1800s, the chestnut blight fungus, Cryphonectria parasitica, accompanied Asian chest-

nut trees imported to the United States, where it infected American chestnut trees. Within twenty

years, it decimated forests and the timber industry in the eastern United States, which have never

recovered (1). Thousands of other invasive species† are documented, many microbial and many

caused by the intentional introduction of organisms for food, crops, biocontrol, conservation,

horticulture, and other purposes (2, 3). Now we are inoculating microbes into many environ-

ments in enormous numbers – over 800 patents in China for agricultural microbial inoculants,

over 200 million doses of agricultural microbial inoculants applied between 2014 and 2019 in
†Bold terms defined in the glossary.
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Figure 1: The Goldilocks Zone of microbial inoculants. Potentially conflicting outcomes characterize
many microbial inoculants. A hypothetical agricultural example is illustrated, wherein a microbial inoc-
ulation is expected to simultaneously strongly benefit agricultural crops and spread widely through the
system, while also have a minimal impacts on other components of the ecosystem (e.g., resident microor-
ganisms, animal species) and remain confined within community borders.

Brazil (4), and in some cases up to billions of cells per cubic centimeter in soil – to fertilize agri-

cultural soils, remediate contaminated groundwater, control eutrophication, precipitate minerals,

restore ecosystem functions, and improve human health (5–8). Because microbes are autonomous,

self-replicating systems, they are attractive tools for solving these problems. However, given the

astronomical numbers and myriad environments that are intentionally inoculated with microor-

ganisms, these manipulations risk creating microbial invasions with cascading effects throughout

ecosystems, in much the same way that catastrophic invasions of plants and animals have long

been precipitated by intentional introductions by humans (9–13).

Globally, invasive plants, animals, and microbes dominate among the threats to biodiversity

and ecosystems, (14) inflicting over $1TUSD in damage annually (15). Despite over a century

of extensive efforts to predict, prevent, eradicate, and control them, invasive plants and animals

continue to multiply and impact the environment, infrastructure, public health, and agriculture

(16, 17 ). Moreover, despite numerous documented detrimental invasions of microbes, due to both

intentional and unintentional introductions (Box 1), our understanding of the mechanisms, pre-

diction, control, and complete extent of microbial invasions remains nascent (18–22).

Microbial inoculants pose a special challenge: microbes are sought that effectively exist in

a “Goldilocks Zone,” where they become established, but do not spread and have unintended

impacts beyond their site of introduction (Figure 1). On one hand, microbial inoculants must
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modify existing communities, at least temporarily, to have the desired outcomes (4, 12). Simul-

taneously, microbes in microbial inoculants should not become too established or spread beyond

their location of introduction, where they may become invasive and have negative unintended

consequences (10). A deeper understanding of the potential for microbial inoculants to cause in-

vasions is needed to balance their benefits with their risks of causing harmful effects. However,

little research or regulatory action has been taken (10). Here, we present a roadmap for develop-

ing (1) a mechanistic understanding of how microbial inoculants can cause microbial invasions,

(2) predictions of which microbial taxa have the potential to become invasive and where, and (3)

management strategies to mitigate these threats. We develop seventeen testable, key hypotheses

for developing a mechanistic understanding, and identify eight management, data, and modeling

priorities to guide the development of approaches to predict and manage invasive microbes.

Our framework highlights interdisciplinary, immediate research needs essential for actionable

approaches and policy to guard against microbial invasions.

Box 1: Microbial invasions

Anthropogenically introduced microbes have a long history of becoming invasive. These

microbes fall into two categories: microbes without direct impacts to human health, and hu-

man pathogens. Non-pathogenic microbial invasions initiated by deliberate introductions

include ectomycorrhizal symbionts of Pinus spp. trees that were intentionally introduced in

the Southern Hemisphere and Hawaii, resulting in both the ectomycorrhizal symbionts and

Pinus spp. becoming invasive (23–25), with broad negative environmental consequences,

including depleted soil carbon stocks (26). Invasions of microbes stemming from accidental

introductions abound as well, including Cryphonectria parasitica, which decimated Ameri-

can chestnut forests (27 ); Phytophthora infestans, which was responsible for 19th Century

potato famines in Europe (28, 29); Batrachochytrium spp., which are causing global am-

phibian declines (30); and microbes from human microbiomes potentially invading the mi-

crobiomes of captive primates (31). At least 375 species of fungi have been introduced and

have become established in Austria alone (32), and hundreds of other microbial invasions

are known; e.g., (19, 22, 33–43). Many invasive human pathogens were introduced as acts
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of biowarfare: for instance, in 1346 the Mongol army tossed cadavers infected with Yersinia

pestis into the city of Caffa, deliberately starting a plague of the Black Death (44); Fran-

cisella tularensis was intentionally introduced in Anatolia in the 14th century, starting an

epidemic (45); blankets infected with Variola major or V. minor were deliberately given to

Native Americans, causing outbreaks of smallpox (46); and Salmonella typhimurium was

deliberately introduced in 1984 in the Dalles, Oregon, sickening the population (46). Ad-

ditional examples of intentionally introduced microbes causing outbreaks include Bacillus

anthracis in Scotland (47 ) and the U.S.S.R (48), and Mycobacterium leprae in Italy (46). In

the 1950s and 1960s, the United States military deliberately released Serratia marcescens and

Bacillus globigii in tests in San Francisco and New York, creating microbial invasions that

caused lasting negative public health and societal outcomes (48, 49). Individuals have also

deliberately spread microbial pathogens instigating microbial invasions, including Mary

Mallon spreading Salmonella enterica (50), and “pox parties” spreading the Varicella-zoster

virus and Measles morbillivirus (51). The threat of invasions caused by intentionally intro-

duced pathogenic microbes has been deemed sufficiently severe that it motivated the cre-

ation of two international biowarfare treaties (48). In addition, the application of manure

as fertilizer in agriculture is recognized as a major source of invasive human pathogens

in water, on food, and in connected environments (52). Despite the plethora of known

nonpathogenic and pathogenic invasive microbes, the scope of microbial invasions likely

remains underestimated due to inadequate surveillance (53).

Four dimensions of mitigating microbial invasions

Four dimensions, or factors, circumscribe identifying knowledge gaps and mitigating emerging

threats from microbial invasions. The dimensions are the (1) stage of the invasion process un-

der consideration (transport, establishment, spread, or impacts of invasive microbes); (2) overall

aim (2A, mechanistic understanding; 2B, prediction; and 2C, management); (3) data collection ap-

proach (3A, surveillance of microbial communities and 3B, experimental microcosms, mesocosms,

landscape-scale manipulations); and (4) analysis strategy (statistical or mechanistic modeling). An

investigation, for example, might develop approaches to predict the establishment of introduced
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microbes using mesocosm experiments analyzed via statistical modeling. Here, we examine these

dimensions in detail and highlight key research needs for each.

Dimension 1: The stages of biological invasions

All biological invasions, including microbial invasions, pass through a series of common stages,

separated by barriers: (i) transport and introduction of a species out of its native range, (ii) estab-

lishment at the point of introduction, (iii) spread beyond the point of introduction, and (iv) impacts

on ecosystems, the environment, public health, agriculture, or infrastructure (2, 20). The barriers

between stages are: (i) geographic and (ii) captivity barriers for transport and introduction; (iii)

survival and (iv) reproduction barriers for establishment; and (v) dispersal and (vi) environmental

barriers for spread (54). Considering these stages explicitly is important because microbial inocu-

lants may have inconsistent affects on each stage and barrier, making mechanistic understanding,

predictions, and management strategies stage- and barrier-dependent.

Dimension 2A: Mechanistic understanding of how microbial

inoculants cause invasions

Along with predictive models, described in Section 2B, a mechanistic understanding of how mi-

crobial inoculants instigate microbial invasions will underpin effective management strategies.

Here, building on relevant knowledge from microbial ecology and invasion ecology, we de-

velop a list of seventeen guiding hypotheses to catalyze research on how microbial inoculants

affect microbial invasions.

2A.1 Microbial inoculants reduce geographic barriers

Geography constitutes the first barrier against invasion: not all species can reach every habit-

able location (54). Microbes were historically hypothesized to not face geographic barriers (55),

and under such a scenario microbial invasions would be impossible because microbes already

disperse everywhere. However, numerous studies have demonstrated that microbial dispersal is
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geographically limited and indeed influences community composition (e.g., (56–60)). This point

is conclusively demonstrated by the many documented examples of microbial invasions (Box 1).

Because microbial dispersal is naturally limited, introducing exogenous microbes into an envi-

ronment can breach geographic barriers.

Specifically, microbial inoculants have the potential to breach geographic barriers via four

routes. First, inoculations typically entail intentionally introducing microbes into new locations

where they may become invasive, as has been the case with numerous macroorganisms that

were intentionally introduced with positive intentions but detrimental results (Tables 1.1 and

2.1) (10, 13). Second, microbial inoculants may breach geographic barriers by providing transport

for hitchhiking microbes, as has been the case with many plants and animals: microbial inoc-

ulants are subject to little oversight to ensure that they are pure cultures, or that they contain

only the microbes that they claim, suggesting that they may be particularly prone to transporting

hitchhikers (Tables 1.2 and 2.2). Third, rather than introduce non-native microbes, some microbial

inoculants increase the relative abundance of rare microbes or genes that are already present in

a community, a manipulation that is liable to cause microbial invasions by (i) radically increasing

the population size of native rare microbes or and/or (ii) creating widespread disturbances that

may prime the landscape for invasions by other microbes (Tables 1.3 and 2.3; detailed below). Last,

microbes have been introduced for harmful purposes throughout history (Box 1), and microbes

that have deleterious effects could be deliberately introduced to disrupt agriculture, infrastruc-

ture, or public health (Table 1.4). Although this potential has previously existed, the development

of increasingly sophisticated techniques for applying microbial inoculants may provide bad actors

with an expanded arsenal of approaches for instigating malicious invasions (Table 2.4).

2A.2 Microbial escape during the formulation and transport of micro-

bial inoculants

In some cases, after surmounting geographic barriers, macroorganism species must escape from

captivity or cultivation to invade. Microbes are difficult to contain: biosafety containment labora-

tories are costly and challenging to construct (61), and microbial inoculants are rarely formulated

in laboratories with strict containment controls nor transported securely (Table 1.5). In general,
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microbes are inoculated into uncontained agricultural or contaminated natural environments with

the assumption that their spread will be limited either in time or in space. However, unintentional

escapes may be likely in environments with high invasibility, even when the intended releases are

localized in environments that have low invasibility (Table 2.5). Alternatively, microbes inocu-

lated into soil or groundwater that feed into local surface waters can be transported long distances

into more invasible environments (52).

2A.3 Microbial inoculants alter the likelihood of survival and reproduc-

tion

Once a species surmounts geographic barriers, and, if necessary, escapes cultivation, to become

invasive it must next overcome barriers to survival and reproduction at its location of introduction

(54). Microbial inoculants may modify the barriers to survival and reproduction of introduced

microbes in five ways.

2A.3.1 Propagule pressure

Among the traits that can predispose certain species to become invasive while others remain un-

invasive, elevated propagule pressure typically most strongly predicts whether a species will

become established (62–64). Many microbial inoculants consist of tremendous numbers of micro-

bial individuals introduced widely which can allow microbes in microbial inoculants to become

established (Table 1.6) (11). Furthermore, because the propagule pressure exerted by microbial

inoculants can greatly exceed propagule pressure from dispersal through wind currents, water,

dust deposition, and other natural routes, even if microbes naturally disperse to locations where

microbial inoculants are applied, the extreme propagule pressure exerted by microbial inoculants

may allow non-native microbes to establish in regions where it would otherwise be impossible

(Table 2.6).

2A.3.2 Disturbed environments

Although the link between disturbance and the invasibility of environments can be complex (65,

66), heavily disturbed environments – where the level of disturbance is well beyond what native

8



species would usually experience – are consistently highly invasible (2). Microbial inoculants

are applied in heavily disturbed environments, where they may easily overcome survival and

reproduction barriers (Tables 1.7 and 2.7). Moreover, even when microbial inoculants are not

applied in environments that are a priori disturbed, they may be accompanied by disturbances that

increase invasibility. These disturbances may be deliberate, meant to increase the chances that the

inoculant “takes” (13), or they may be caused by the introduced microbes themselves (Tables 1.8

and 2.8). Indeed, introduced foundation species can act as a disturbance, which increases the

invasibility of a community, leading to cascades of additional invasions due to positive feedback.

These invasionalmeltdowns can fundamentally reorganize ecological communities (67 , 68), and

may present a risk of microbial inoculants because the taxa in inoculants are specifically chosen

to have substantial ecosystem impacts (Table 1.9). Microbial inoculants that do not introduce new

taxa, but rather increase the abundance of taxa that are already present may be particularly prone

to this problem because such disturbances have the potential to further restructure communities

(69) (Table 2.9).

2A.3.3 Interspecific interactions

The establishment of non-native species is often blocked by missing interaction partners (e.g.,

mutualists) that benefit survival or reproduction (2). Many microbial inoculants include numerous

microbial taxa or even entire microbial communities, and multiple microbial inoculants may be

applied simultaneously (Table 1.10) (70). Hence, microbial inoculants may aid in survival and

reproduction when they preserve facilitative ecological interactions (Table 2.10).

When microbial inoculants are applied for bioremediation or biocontrol, once microbes have

consumed all of the contaminants or target organisms, they are often assumed to be incapable

of further proliferation (71). However, this may be a strong assumption, as many microbes are

generalists with some flexibility in substrate use, particularly those chosen as microbial inocu-

lants. Introduced generalist animal consumers can be among the most damaging, causing mass

extinctions and having a disproportionate impact on ecological networks (72). A tendency toward

resource generalists in microbial inoculants may make them both likely to become established and

particularly impactful (73) if they become invasive (Tables 1.11 and 2.11). The further impacts of

native species diversity on invasibility – viz competition, which has incorrectly been assumed to
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protect microbial communities from invasion – are discussed in Box 2.

2A.3.4 Reduced founder effects

Population bottlenecks caused by founder effects can inhibit the establishment (and spread; see be-

low) of introduced species. This inhibition is generally contingent on few individuals being intro-

duced sparsely (Table 1.13). However, the aforementioned immense numbers of cells, widespread

and repeated application, and lack of purity of microbial inoculants may overcome population

bottlenecks and founder effects that would normally inhibit the survival and reproduction of nat-

urally or anthropogenically dispersed microbes, leading to establishment (Tables 1.13 and 2.13).

2A.3.5 High potential for evolution and hybridization

Frequently, intentionally introduced plants and animals initially struggle to survive and reproduce

in their new environments because they are maladapted there. However, they then evolve or

hybridize to become invasive, for instance by capitalizing on hybrid vigor. Microbes can undergo

high rates of evolution and horizontal gene transfer, predisposing them for evolutionary changes

that enable survival and reproduction in new environments, even when the originally introduced

microbes may be locally maladapted (Table 1.14 and 2.14) (10).

Box 2: Links between diversity, competition, and invasibility

Evidence for this prediction across microbial, plant, and animal communities has been

equivocal.

An oft-made prediction is that the high diversity of microbial communities imparts high

competitive resistance, and thus microbial communities are robust to invasions. Evidence

for this prediction across microbial, plant, and animal communities is equivocal. For some

plant and animal communities, high diversity is associated with reduced invasibility (e.g.,

(74)). In others, high diversity is associated with increased invasibility (e.g., (75); reviewed

in (2)). At small spatial scales intraspecific interactions tend to govern establishment, po-

tentially leading to a negative relationship between diversity and invasibility, while at large

scales habitat filtering and other processes lead to positive associations (76–78). Hence, at
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regional to global scales (79), the high diversity of microbial communities may actually

translate to high invasibility, and more microbial invasions.

The role of competition in determining microbial community assembly dynamics has been

questioned relative to facilitation (e.g., cross-feeding), top-down pressures (e.g., phage),

neutral processes, dispersal limitation, priority effects, and habitat filtering (57 , 59, 80–

85). These latter processes can act both to make communities more and less resistant to

invasion (2, 12), but there is little reason to suspect that their preponderance in microbial

communities should decrease invasibility relative to plant and animal communities where

similar processes also often predominate.

Finally, among plants and animals, biotic interactions alone (e.g., competition, facilitation)

are rarely sufficient to halt invasions, although they can slow them (2, 86). Hence, even

if microbial communities were structured by high levels of competition, evidence sug-

gests that would be insufficient to prevent microbial invasions. In fact, competitors can

sometimes promote invasions via indirect effects (e.g., (87 , 88)). Existing evidence supports

the hypothesis that non-mutualistic interspecific interactions should neutrally affect or in-

crease the invasive potential of microbial inoculants rather than limit it (Tables 1.12 and

2.12).

2A.4 Microbial inoculants impact barriers to dispersal within new envi-

ronments

Once a non-native species has established at its site of introduction, to become invasive, it must

spread within its new environment. Two factors often determine whether this spread is successful.

First, dispersal limitation can impede spread: how will the organism get to new locations (54)?

Dispersal can occur via natural or anthropogenic mechanisms, and is often contingent on long-

distance dispersal events (2). Microbial inoculants are applied in environments with numerous

avenues for long-distance anthropogenic dispersal – for instance, on exported farm machinery

and livestock (Table 1.15) (13). These avenues create an opportunity for locally established non-

native microbes to rapidly disperse broadly (Table 2.15).

Second, growth rates can determine whether a species spreads beyond its location of establish-
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ment: high local growth rates facilitate the dispersal and spread of introduced plants and animals.

Many microbial taxa exhibit high growth rates, and treatments accompanying inoculants often are

designed to increase growth rates. Importantly, microbial inoculants that increase the abundance

of rare taxa and genes without introducing non-native microbes also risk increasing dispersal of

the rare taxa beyond their natural limits. These rare taxa, which are likely to have substantial

impacts on ecosystem processes, may then become invasive in the regions where they can newly

disperse. Both the naturally high growth rate of many microbes and biostimulation may enable

the microbes in microbial inoculants to disperse if they become established (Tables 1.16 and 2.16).

2A.5 Microbial inoculants remove environmental barriers

Introduced species face a final barrier after dispersal in their new environments: the availability

of suitable habitat patches beyond the sites of introduction (54). Many microbial inoculants – both

those that introduce non-native microbes and those that increase the abundance of rare taxa – are

deployed densely across large regions. The disturbances that they produce may inadvertently cre-

ate numerous habitat patches susceptible to invasion by microbes both from the same inoculants,

and other inoculants. As a result, widely applied microbial inoculants may prime the landscape

for the large-scale spread of introduced microbes (Tables 1.17 and 2.17).

Dimension 2B: Predicting the threats of microbial invasions

Coupled with mechanistic understanding, predictive tools will underlie successfully managing in-

oculants and invasive microbes. Here, we discuss tools whose development should be prioritized.

2B.1 Predicting hazardous microbes: quantitative trait analysis

Quantitative trait analysis seeks to identify which traits make certain species more likely to be-

come invasive than others. It relies on data indicating which species have and have not become

invasive upon introduction; the latter are currently scant for microbes. It can be complicated

by interspecific differences in time-since-introduction and propagule pressure, both of which are

strong predictors of invasiveness, and a given trait can also act both for and against the same
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species at different stages of the invasion process. Nonetheless, quantitative trait analysis presents

an important tool for predicting and preventing invasions, and it needs to be applied to candidate

microbes for microbial inoculants. Innovative approaches are needed to overcome the aforemen-

tioned hurdles.

2B.2 Predicting susceptible geographic regions: risk maps

In addition to their identity, knowing the places where microbes are likely to invade underpins

accurately targeting prevention efforts: a given microbe is likely to have invasive potential only

in certain regions where environmental conditions are favorable. A key approach for identifying

invasible regions are risk maps. Risk maps are created by assessing the environmental conditions

that are suitable for a species (its niche) via either (1) regressing observations of the occurrence

or abundance of the species on environmental conditions or (2) laboratory experiments designed

to assess its range of suitable conditions. These inferred niches are then projected geographically

using maps of environmental conditions to create maps of potential distributions; more sophisti-

cated variations can also integrate the effects of interspecific interactions. Locations within the

projected distribution that are currently uncolonized can be flagged as locations where invasions

can occur: where inoculations should be avoided and biological surveillance increased. Similar

environmental niche modeling has been applied to microbial systems (89, 90), but studies applying

it to identify where microbes in inoculants are likely to become invasive are needed for prediction

and prevention. Quantitative Microbial Risk Assessments may also be adaptable for predicting the

impacts of invasions (91, 92).

2B.3 Prediction and invasion stages

To quantify risks, it is important to predict which stages of the invasion process provide the most

effective checkpoints for invasive microbes. For plants and animals, the “rule of tens” posits that

species have a 10% chance of passing each stage in the invasion process, so that overall 0.1% of

species are likely to pass through all stages and become invasive. Although numerous exceptions

to this rule exist, whether a similar rule applies to microbes remains an open question. Indeed,

even if a rule of “hundreds” applied to microbes in inoculants, implying that 0.0001% of microbial
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taxa would become invasive, that could still translate into numerous invasive microbes because

microbial diversity is high (e.g., 0.0001% of 108 taxa is 100 taxa). However, perhaps more pertinent

to assessing risks is assessing which invasion stages pose the strongest checkpoints, and whether

these stages are predicted by taxonomic grouping, functional genes, and/or environmental fac-

tors. The hypotheses discussed in Section 2A provide a roadmap for identifying how microbial

inoculants may impact the filtering effect of each stage. Identifying and quantifying the bottle-

necks in the microbial invasion process will be instrumental in predicting which microbial taxa

are prone to become invasive, and where and how to prevent those invasions.

Dimension 2C: Management and strategies to prevent inva-

sions

Ecology has a long history of prevention, eradication, and control of invasive plants, animals,

and some microbial pathogens. Generally, prevention has been more successful and cost-effective

than eradication and control: indeed, examples of successful eradication campaigns are sparse and

primarily restricted to instances where invasive species occupy less than 10 km2. As demonstrated

by the immense efforts needed to control infectious diseases, the challenges of eradicating or

controlling invasive microbes are likely to be extreme. Hence, developing strategies to prevent

microbial invasions is of paramount importance.

Although understanding and predictions of how microbial inoculations effect microbial in-

vasions are nascent, given the hazards, certain preventative management options should be im-

plemented immediately. The recent United States Executive Order on Advancing Biotechnology

and Biomanufacturing Innovation explicitly calls for regulations that “elevate biological risk man-

agement as a cornerstone of the life cycle of biotechnology and biomanufacturing”(93). Risks of

generating invasive species from microbial inoculations should be included in these regulations.

Regulatory action should include requiring inoculant manufacturers to report standardized haz-

ard data – based on quantitative trait analysis and risk maps – in much the same way that pes-

ticides, chemicals, and pharmaceuticals require hazard documentation. Furthermore, microbial

inoculants should proactively be treated as “guilty until proven innocent:” prior to deployment,

developers should be required to demonstrate that inoculants do not present a risk of causing
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invasions, a paradigm that has successfully been enacted in New Zealand to prevent plant and

animal invasions (94).

Dimension 3: Data collection approaches

Multiple types of data will be central for pursuing the aforementioned research areas; this section

highlights important data collection approaches.

Dimension 3A: Experiments

Data on which microbial taxa have been successful and unsuccessful at invading following intro-

duction underlie quantitative risk assessments to predict which microbial taxa are likely to be safe

and unsafe for future inoculations. Unfortunately, data on failed microbial invasions are largely

non-existent due to a lack of records of introduction and surveillance. Microcosm and mesocosm

experiments can help fill this gap by allowing experimental introductions to be performed and

monitored in controlled settings (95). In addition, ongoing commercial field-scale inoculations

can provide long-term data on microbial community dynamics (70, 71, 96, 97 ). With monitoring,

the invasions that these inoculations cause (or do not cause) can help guide future decision mak-

ing to prevent additional invasions. Human-associated microbial communities in well-studied

model systems may also provide promising insights about invasive microbes (e.g., C. difficile in

the human gut).

Dimension 3B: Surveillance

Complementing experimentation, the need for large-scale and long-term surveillance of microbes

in the environment cannot be overstated. The geographic ranges of most microbes – both native

and invasive – remain largely unknown. However, new sequencing technologies have made it

possible to easily survey microbial communities, allowing the current ranges of microbes to be

assessed (89, 90) and microbial invasions to be detected. Such assessments are important for quan-

titative risk assessments, allowing identification of the traits that make certain microbes invasive.

Furthermore, microbial surveillance comprises a key early warning system for detecting microbial
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invasions, when mitigation is still possible, and provides the data to outline contemporary micro-

bial distributions, a cornerstone of developing microbial risk maps. As the cost of sequencing

continues to plummet, the practicality and cost-effectiveness of large-scale, long-term microbial

surveillance continues to increase (98). In addition, it may soon be possible to use remotely-

sensed indices of surface biophysical properties (e.g., plant productivity) to evaluate patterns of

microbial diversity (99–101). Potential exists to leverage stakeholders and local governments to

implement innovative sampling solutions (e.g. wastewater sampling, agricultural runoff, citizen

scientists). A key component of invasive microbe surveillance will be a publicly-accessible data

infrastucture, following a FAIR data and model framework (2, 102). For a relatively modest public

investment, microbial surveillance can provide enormous benefits to preventing and predicting

microbial invasions, while simultaneously providing data to identify which microbes are safe to

use in inoculants. Moreover, the same microbial surveillance data used to guard against microbial

invaders can provide dual benefits of informing basic ecological science and detecting pathogens

threatening public health (103–109).

Dimension 4: Modeling approaches

Mathematical modeling can both allow predictions to be derived phenomenologically from data

and the plausibility of potential mechanisms to be investigated. Phenomenological statistical mod-

eling approaches will underlie inferring the niches of microbes from observational data for risk

maps, and developing predictive models of invasive potential from experimental and observa-

tional data. These approaches will include both classical statistical tools and advanced artificial

intelligence tools. Methods that include dimensionality reduction (110), equation-free models

(111), fuzzy models (112), time-series analysis and forecasting (113), deep-learning and machine

learning approaches appropriate for complex interactions and feedbacks are clear near-term op-

portunities (114). Much insight can also be gained from novel interdisciplinary bioinformatics and

numerical modeling frameworks that combine physics, chemistry, geology, and biology to predict

microbial traits and microbial community shifts over time (115, 116).

Mechanistic modeling approaches will be important for gaining understanding of the general

principles governing microbial invasions stemming from microbial inoculants. Toward this end,
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modeling frameworks designed to describe the spatial spread, establishment and demographics,

and ecological impacts of invasive plants and animals will be useful. Examples of theories for

spreading processes and spatial dynamics include island biogeography (117 ), neutral (118), and

metacommunity ecological theories (119, 120); and models of contagia on networks from epi-

demiology and physics (121, 122). Niche-based theories (110, 123), habitat suitability models (124),

ecological scaling (125), and community assembly theories (126) will be important for understand-

ing large-scale abundance patterns of invasive microorganisms, and their potential to establish in

unditurbed communities. Finally, understanding how the establishment of invasive microorgan-

isms impacts intact ecosystems and their constituent species will benefit from dynamical systems

models of ecological network dynamics (127 ), methods for coarse-graining biological interactions

(128), and generalized models (129), which are especially useful for predicting invasions in systems

for which few empirical details are available (130).

Conclusion

Microbes introduced through inoculations pose a threat of creating invasions. Existing evidence

suggests that a perfect storm may be brewing: microbial inoculants are designed with features

that may allow microbes in them to overcome most or all barriers to invasion. Even if only a small

fraction of introduced microbes become invasive, the consequences may be catastrophic to the

environment, agriculture, and public health. The time to act is now, via a threefold approach: the

development of a better understanding of how inoculants can effect invasions, generation of quan-

titative predictions about the invasive potential of inoculants, and implementation of proactive

and preventative management strategies. A unified approach is needed to tackle these challenges

quickly. The hypotheses and methods highlighted here provide a roadmap toward this end.
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Tables

Table 1: Hypotheses regarding the effects of microbial inoculants on microbial invasions

Barrier Affected Hypothesis

Geographic (1) Transportation: transporting and introducing microbes intentionally in microbial inoculants can overcome
geographic barriers, allowing microbes to reach new locations.
(2) Hitchhiking: adventitious, hitchhiking microbes in microbial inoculants can overcome geographic barriers
to be introduced in new locations.
(3) Bioaugmentation: microbial inoculants that increase the abundance of already present rare microbes can
induce invasions by permitting rare microbes to disperse to new locations due to elevated growth rates.
(4) Bad actors: methods developed for creating microbial inoculants can be used by bad actors to deliberately
generate harmful microbial invasions.

Captivity (5) Escape: microbes in inoculants have the potential to escape into the environment from laboratories and
during transport to their sites of application.

Survival and
Reproduction

(6) Propagule pressure: extreme propagule pressure exerted by microbial inoculants can permit microbes to
become established where they could not otherwise.
(7) Disturbed environments: microbes in inoculants are likely to become established at their sites of intro-
duction because they are applied in highly disturbed environments.
(8) Disturbance: disturbances – both deliberate and incidental – accompanying application of microbial inoc-
ulants can increase the likelihood that microbes in the inoculants will become established.
(9) Invasionalmeltdowns: microbes in microbial inoculants are chosen to have high community-level impacts,
and are therefore likely to precipitate invasional meltdowns and have indirect effects.
(10) Mutualistic consortia: consortia of microbes introduced in microbial inoculants often include mutualists,
facilitating establishment at the site of introduction.
(11) Generalists: generalist microbes in microbial inoculants will continue to proliferate and become estab-
lished once they have consumed target resources (bioremediation) or organisms (biocontrol) because general-
ists can subsist on various food sources.
(12) Competition: relatively low competitive structuring of microbial communities fails to make microbial
communities resistant to the establishment of microbes in microbial inoculants.
(13) Founder effects: large numbers of individuals in applications of microbial inoculants will overcome popu-
lation bottlenecks caused by founder effects that would otherwise limit survival and reproduction of introduced
microbes.
(14) Gene transfer: the ubiquity of hybridization and horizontal gene transfer among microbes can allow
microbes in microbial inoculants to locally adapt, and thereby become established.

Dispersal (15) Infrastructure: extensive transportation infrastructure which can carry abiotic substrates, plants, and
animals between locations where inoculants are applied can facilitate long-distance dispersal of introduced
microbes that have become established.
(16) Growth rates: high growth rates of microbes in microbial inoculants can promote the dispersal of microbes
beyond their sites of introduction.

Environmental (17) Widespread application: widespread application of microbial inoculants can create numerous habitat
patches for introduced microbes, priming the landscape for microbial invasions.
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Table 2: Examples supporting the hypotheses in Table 1

Hypothesis Select Examples Motivating Hypothesis Inoculant Risk Factor

(1) Transportation Cane toads, mongooses, rosy wolfsnails, and Nile perch be-
came invasive after being intentionally transported to and
released in Australia, Hawaii, Pacific Islands, and Lake Vic-
tora, respectively. Numerous other invasive species have
similar histories (2).

Many microbial inoculations involve intentionally trans-
porting and introducing microbes to new regions: for in-
stance, the bacterial consortium KB-1, initially enriched
from Ontario (131, 132), has been introduced globally for
remediation of chlorinated solvents (71); Penicillium bi-
laii was isolated from soil in Alberta (133) and has been
marketed and introduced globally as JumpStart (134); and
the entomopathogenic fungus Metarhizium anisopliae was
originally found in Ukraine and has been applied globally
for biocontrol (135).

(2) Hitchhiking Examples of hitchhiking organisms include cheatgrass
seed in grass seed shipments to North America (136),
pathogenic fungi accompanying horticultural plants (137 ),
and chytrid fungus on amphibians in the pet trade (138).

The microbes in microbial inoculants are often only par-
tially characterized, with non-sterile additives, such as
worm castings, providing uncharacterized microbial com-
ponents (139). Among four commercial microbial inocu-
lants selected for study, 20%-35% of bacterial cells were
from adventitious species (140). When complex microbial
mixtures are introduced, even after screening, some un-
wanted microbes may be included, for instance in the case
of FMTs and drug-resistant E. coli (141, 142).

(3) Bioaugmentation Reference (143) reviews numerous instances of increased
growth rates promoting dispersal of native species to new
locations, where they become invasive.

Numerous microbial inoculants increase growth rates of
microbes that are already present: Acinetobacter SZ-1
strain KF453955 coupled with N and P to enhance growth
rates is used for petroleum hydrocarbon degradation (144),
and inoculants with a mixture of bacterial strains and N,
P, and K fertilization are used for bioremediation of PAH-
contaminated soil (145).

(4) Bad actors Box 1 lists historical examples of deliberate introductions
of non-native species by bad actors, leading to invasions.

The technology and methods used to develop microbial in-
oculants are becoming increasingly sophisticated, widely
available, and effective: advances which could be co-opted
by bad actors.

(5) Escape Bighead and silver carp, initially cultivated in captivity in
the United States to purify water in aquaculture facilities,
escaped and are now highly invasive (146).

Microbial inoculants are often formulated in laboratories
with weak containment controls and transported inse-
curely (140); invasive disease-causing organisms have es-
caped from labs (147–150); and quality control is lax for the
manufacture of some inoculants (151).

(6) Propagule
pressure

Which European bird species became established in New
Zealand was primarily determined by the number of in-
troduced individuals and the frequency of introductions –
(their propagule pressure) with large numbers of individu-
als increasing the likelihood of establishment (152).

Large microbial inoculants are often applied in biological
remediation to ensure that added microbes persist and are
sufficiently active to consume contaminants (71, 153, 154);
mixes of microbes are added at recommended rates of over
100 cfu per mL (155–157 ), up to an order of magnitude in
excess of what would be encountered naturally (158, 159).

(7) Disturbed
environments

Large-scale conversion of land to agriculture in Puerto Rico
(high disturbance) permitted persistent invasions of non-
native trees, despite native species being better adapted to
natural environmental conditions (160).

Microbial inoculants are regularly applied in highly-
disturbed environments, including agricultural environ-
ments with high levels of pesticide application (161), sites
requiring bioremediation (144), and human gut ecosystems
with persistent pathogenic infections (162).

(8) Disturbance In California, the establishment of invasive figs was made
possible by farming-related disturbances accompanying
their introduction (163).

Disturbances often accompany microbial inoculant appli-
cations: Antibiotics are applied before fecal microbiome
transplants to reduce existing gut microbiome diversity
and abundance, promoting establishment of introduced
microbes (164); granular microbial inoculants are applied
in agriculture during planting when soil is tilled (165);
wasterwater is often aerated to promote the effectiveness
of microbial inoculants for bioremediation (166).

(9) Invasional
meltdowns

Invasive crazy ants, Anoplolepis gracilipes, on Christmas Is-
land extirpated native land crabs, precipitating the collapse
of native plant communities, allowing the establishment of
additional invasive species (67 ).

The microbes in microbial inoculants are selected to have
extreme impacts: they change fundamental biogeochem-
ical processes including nitrogen fixation and phosphate
solubilization; are ecosystem engineers, for instance affect-
ing water retention; and modify top-down control ecosys-
tem control mechanisms, including disease dynamics (134).

(10) Mutualistic
consortia

When fig trees were introduced to Florida, their mutualistic
pollinator wasps were excluded, preventing reproduction,
but subsequent introductions of the mutualsitic fig wasps
allowed the figs to become established and invade (167 ).

The development and use of polymicrobial inoculants is in-
creasing and viewed as a major area for innovation (168).
These polymicrobial inoculants are designed to for in-
creased the stability and resistance of introduced microbial
communities, the same features that are known to endow
mutualistic consortia with high invasive potential. Exist-
ing inoculants contain over ten microbial taxa, including
both bacteria and fungi (169).
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Table 2: (Continued)

Hypothesis Select Examples Motivating Hypothesis Inoculant Risk Factor

(11) Generalists Invasive generalist predators are prone to causing mass ex-
tinctions: for instance, the introduction of generalist Nile
perch in Lake Victoria resulted in the extinction of hun-
dreds of native cichlid fish species (170).

The biopesticide Bacillus thuringiensis kills numerous na-
tive lepidopteran species in addition to target species (171);
other biopesticides are likely to have extensive ecosystem-
wide effects due to their lack of specificity (172); the fun-
gal biocontrol agents Trichoderma spp. produce broad-
spectrum anti-microbial compounds that are likely to af-
fect numerous non-target native microbes (173).

(12) Competition Non-mutualistic interspecific interactions neutrally or pos-
itively affect invasibility: for instance, grazing by livestock
(predation) on the Carrizo Plain promotes the recruitment
of non-native grasses (174).

Non-competitive community assembly processes – facilita-
tion (175), predation, habitat filtering, priority effects (176),
neutral processes (177 ) dominate the assembly of many mi-
crobial communities including communities where micro-
bial inoculants are applied.

(13) Founder
effects

Invasive fire ants (Solenopsis invicta) only spread in the
United States when a genetic variant was introduced for
multi-queen colonies (178); low genetic diversity initially
prevented the spread of the invasive potato late-blight Phy-
tophthora infestans (2).

Microbial inoculants usually include multiple strains due
to limited purification; these mixtures include high genetic
diversity and may include both beneficial and pathogenic
strains (134).

(14) Gene transfer Spartina alterniflora was deliberately introduced to the San
Francisco Bay in the 1970s from the Eastern U.S., where it
remained non-invasive. However, upon hybridizing with
the native S. foliosa, it became highly invasive due to hybrid
vigor (179). Invasive species are also documented to have
indirect evolutionary impacts on communities (180).

Many microbes undergo high rates of evolution and may
also provide new genes to resident community members
through horizontal gene transfer (19, 181); hybridization is
leading to high rates of evolution of fungal plant pathogens
(182).

(15) Infrastructure Long-distance dispersal events can be key in driving the
spread of introduced species beyond their sites of initial
establishment (2): for example, people traveling on trains
and airplanes were pivotal in spreading SARS-CoV-2 glob-
ally during the COVID-19 pandemic (183).

Environments where microbial inoculants are applied
likely have high levels of long-distance transport mecha-
nisms; e.g., movement of agricultural machinery and live-
stock between farms; shipping near bioremediated aquatic
environments; and international travel by people taking
probiotics. Microbial inoculants are often applied in en-
vironments with potential for microbial spillover to other
environments (184); for instance, dispersal of microbes via
effluents from from agricultural lands (185), including mi-
crobes from fertilizer (52). Microbial inoculants may also
be explicitly designed to promote microbial dispersal (186).

(16) Growth rates The dispersal of invasive Sparrowhawks in Europe was
largely determined and promoted by population growth
rates: 86% of the variation in the dispersal was accounted
for by variation in growth rates (187 ).

Bioaugmentation accompanying microbial inoculants of-
ten greatly increase microbial growth rates (70, 97 , 188).
Microbial inoculants are also often applied at times of year
and in micro-environments – e.g., adjacent to plant roots –
when and where they are most likely to proliferate (134).

(17) Widespread
application

Invasions can be enabled (or disabled) by the availability
of numerous suitable habitat patches at landscape and re-
gional scales: for instance, zebra mussels (Dreissena poly-
morpha) may be unable to spread into the U.S. Intermoun-
tain West due to unsuitable habitat and environmental con-
ditions (189).

Microbial inoculants are often applied across large regions:
in Brazil, soybean application of microbial inoculants is es-
timated over of 75% of the land area (190).
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Glossary

• An invasive species is defined as a species that has been introduced to a new region by

humans, become established, spread, and had harmful impacts (ecological, environmental,

health, agricultural, or otherwise). A species can be invasive in some regions and at some

times, but not others; e.g., chestnut blight, Cryphonectria parasitica, is invasive in North

America and Europe, but not Asia, where it is native (2).

• Microbes are defined here as Bacteria, Archaea, Viruses, Fungi, and Protists. We omit pri-

ons from our definition of microbes (191), but the possibility of environmental prion inva-

sions caused by humans is an interesting, potentially important, and apparently unexplored

area.

• A microbial inoculant is a collection of microbes with specific metabolic properties in-

troduced into an environment to perform some function (134).

• The Goldilocks zone of microbial inoculants is the ‘sweet spot’ where the microbes in

an inoculant become established and have desirable impacts where they are introduced,

without spreading and having unintended impacts elsewhere. While it is possible to create

inoculants in the Goldilocks zone, there is no reason to believe that all – or even most –

microbial inoculants will fall into it.

• Propagule pressure is the number of introduced individuals of a species; the product of

the size of each introduction event and the number of introductions (2).

• Microbial invasion ecology is the study of microbes, introduced outside of their native

ranges by humans, which have become established and spread, and have ecological, envi-

ronmental, health, agricultural, or other impacts (2).

• A foundation species is a species that plays a dominant role in structuring ecological

communities (192).

• Invasional meltdowns occur when invasive species create conditions favorable to addi-

tional invasive species in a positive feedback loop (68).
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• An invasivemicrobe, like an invasive species, is a microbe that has been moved outside of

its natural range by humans, become established, spread, and caused impacts (19). Because

microbial species can be poorly defined, in many cases it may be more relevant to consider

strains, higher taxonomic groupings, or genes as the unit of invasion in a microbial context.
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