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Abstract

Individuals exposed to deprivation tend to show a characteristic behavioural syndrome suggestive of a short time horizon. This pattern has traditionally been attributed to the intrinsically higher unpredictability of deprived environments, which renders waiting for long term rewards more risky (i.e. collection risks are high). In the current paper, based on a simple dynamic life history model, we show that a significant portion of individuals’ propensity to discount future rewards might have a completely distinct origin. Upon collecting a resource, individuals have the opportunity to accumulate “capital” (e.g. grow muscular tissue, build a protective shelter, buy a car, etc.), which eventually increases their productivity and/or their chances of survival. As a result, delaying the collection of a resource creates an opportunity cost in the sense that during the waiting time, the benefits otherwise generated by the increment in capital are lost. These forgone benefits are independent of collection risks and constitute waiting costs per se. Using optimal control theory we show that these costs can lead to the evolution of short time horizons even in the complete absence of collection risks. Moreover, assuming diminishing returns to capital, we show that the evolutionarily stable time horizon increases with the amount of capital already owned by individuals. When individuals possess little capital, they have a lot of room to improve their productivity and/or survival, hence they should be impatient to collect resources; that is, their time horizon should be short. On the contrary, when individuals already possess a lot of capital, the benefits of further accumulation are plateauing, hence patience becomes a more profitable strategy and individuals should lengthen their time horizon. This means that individuals get more patient as they age and that people in deprivation, who still have important productive and survival needs that can be satisfied, should have a shorter time horizon. Moreover, beyond time horizon, our model shows that people with little capital should also be more risk averse than the more privileged. Taken together, these results lead us to interpret the behavioral constellation of deprivation in a new way.
1 Introduction

People living in conditions of deprivation tend to exhibit a constellation of correlated behaviours across a variety of domains (Mell et al., 2017b; Pepper and Nettle, 2017). For example, people of lower socioeconomic status tend to disinvest in their future health (Pepper and Nettle, 2014), show higher rates of teen pregnancy (Dickins et al., 2012) and are more likely to drop out of school (Winding and Andersen, 2015). This cluster of behaviours is thought to arise at least partly from individual differences in time discounting, that is, variation in people’s propensity to discount future benefits and costs. Empirical measures of discount rates across individuals and societies indeed show a significant amount of variation, which correlates with indicators of deprivation (e.g. Bruderer Enzler et al., 2014; Green et al., 1996; Harrison et al., 2002; Tanaka et al., 2010; Wang et al., 2016), and correlations between people’s tendency to discount the future and reproductive behaviours have also been documented (Bulley and Pepper, 2017). Hence, a theoretical understanding of why environments should elicit different rates of delay discounting is needed.

The classical explanation states that a short-term orientation should be favored by natural selection in ecologies where the probability to get a reward at the end of a delay is low (i.e. the future is uncertain). Borrowing the terminology used in behavioural ecology (Fawcett et al., 2012; Houston et al., 1982; Stevens and Stephens, 2010), the last statement is equivalent to say that delay discounting should increase when the collection risk associated to the delay is high. This therefore implies that we should be able to identify specific factors that increase collection risk in deprived ecologies.

Extrinsic mortality is the source of collection risk most frequently mentioned to explain differences in time horizon in human populations (Ellis et al., 2009; Nettle et al., 2012; Pepper and Nettle, 2014). Its theoretical relevance to explain variation in delay discounting is undoubted, as it captures the simplest form of collection risk. Indeed, the risk of dying or, more generally, of being incapacitated during the waiting period is one reason why a reward might never be collected. Moreover, sources of extrinsic mortality generally increase with deprivation, which can sometimes lead to substantial disparities between the most deprived and most affluent areas (Shaw et al., 2005). Nevertheless, several traits of the so-called behavioural constellation of deprivation involve decisions about costs or rewards that are delayed over relatively short timescales (e.g. days, months, a few years). In such contexts, variation in extrinsic mortality rates will not usually be large enough to explain differences in people’s time horizon (Mell et al., 2017a; Riis-Vestergaard and Haushofer, 2017). For example, as pointed out by Riis-Vestergaard and Haushofer (2017), in a study reporting data on temporal discounting from 53 different countries (Wang et al., 2016), people discount 46% over one year while the average mortality risk per year in the countries in the dataset is only 0.148%, which can only account for 0.13% of the actual discounting. Other factors must therefore be considered to account for observed discount rates.

Additional sources of collection risk beyond extrinsic mortality could explain part of the increase in delay discounting in deprived environments (e.g. high competition or less trustworthy social partners that lead to greater volatility). In this paper, however, we aim to highlight that time horizons can also vary for reasons that have nothing to do with collection risk. We use optimal control theory (Pontriagin et al., 1986) to analyse a
simple dynamic life history model, where individuals can use the resources they gain at every instant of their life either to reproduce or to increase their personal capital (where by capital we mean both the individual’s biological organism, that is the embodied capital in the sense of Kaplan et al., 2000, and more generally all the assets that determine an individual’s ability to exploit the environment). Several attempts to formalize the evolution of time preferences have been made in the economic literature in order to understand the origins and derive the optimal age-specific trajectory of individuals’ discount rates (Chu et al., 2010; Hansson and Stuart, 1990; Kageyama, 2009; Rogers, 1994; Sozou and Seymour, 2003). In particular, Chu et al. (2010) analysed a life history model with endogenous body size and energy production. They show that individuals’ time horizon does not depend only on age-specific mortality rates once the process of resource allocation during growth is taken into account. Here, we report similar results and explore how they relate to differences in discounting across levels of deprivation.

First, as Chu et al. (2010), we show that it can be adaptive for individuals to discount the future independently of the existence or not of collection risks. Even if it is eventually collected with absolute certainty, a resource obtained after a delay often has an intrinsically lower value than the same resource obtained immediately. This is because, upon collecting a resource, an individual can invest that resource into her personal capital (e.g., the maintenance of her biological body, the construction of a shelter, etc.), and this supplementary capital eventually allows her to be more productive (that is, to produce more resources in the future than what she would have produced otherwise) and/or to be better protected against hazards (that is, to reach a lower mortality rate or, more generally, a lower rate of degradation of her capital). When an individual chooses a delayed resource over an immediate one, she thus renounces all the benefits this supplementary capital would have generated during that delay. These opportunity costs are independent of collection risks and constitute waiting costs per se.

Second, under the hypothesis that capital has diminishing returns (Charnov, 1993), we show that the actual value of waiting costs for an individual at any given time of her life decreases with the amount of capital she already possesses at that time. An individual’s waiting costs are equal to the marginal benefit of the supplementary capital she renounces to while waiting. The lower this marginal benefit is, the less costly it is to wait. As a result, if capital has diminishing returns (that is, if the marginal benefit of each additional unit of capital decreases as individuals grow), individuals who have already accumulated a lot of personal capital should be relatively patient because each supplementary unit of capital makes a small difference to them, whereas those who have accumulated little should have a short time horizon as each additional resource can make a big difference to them.

Third, from this model we seek to understand the effect of deprivation on time horizon. On the one hand, we show that individuals should discount the future less steeply if they live in an environment where productivity and survival cannot be substantially improved by investing into capital, because their return on capital is always lower and therefore the waiting costs are also lower. On the other hand, we show that individuals should be more short-term oriented if the basic capital they own from birth is low, either because they received little support from their parents or because their society as a whole provides little social care. Together with the empirical observations that people living in poverty tend to discount the future more, these results lead us to suggest that, in most cases,
deprivation does not consist in living in an environment that can hardly be improved, but rather in possessing little at birth and having to build everything from scratch.

The finding that the evolutionarily stable discounting increases with the magnitude of returns to growth mirrors, at the level of individual growth, the classic result in life history theory that earlier reproductive effort is favoured in growing populations compared to populations at demographic equilibrium (Abrams, 1993; Caswell, 2007; Dańko et al., 2017). In a growing population, reproducing early is favoured because offsprings produced early themselves contribute quickly to the expansion of the lineage. Similarly, at the level of the individual, units of capital yield a greater overall contribution and are therefore more urgent to obtain when there is room for growth.

To picture more intuitively how waiting costs can steepen discounting, one can think of someone living on the streets, facing a whole range of adverse conditions such as exposure to climatic hazards, severe limitations to participate in economic activities, risk of sleep deprivation, and so on. For that person, the time spent without the amount of resource necessary to afford some form of accommodation is extremely costly. Any opportunity to rapidly improve his current state, even marginally, will appear very valuable over options that involve long delays. In the TV series Atlanta, the life of the main character Earnest Marks provides vivid illustrations of these high waiting costs encountered by people living in poverty. In one particular episode, Earnest tries to trade his phone for cash in a pawn shop and is offered 90$ for it. However, one of his friends convinces him to let him conduct instead a succession of trades that lead to a dog-breeding investment, expected to yield 800$ eight months later. The reaction of Earnest as he learns that he will not get the money before several months illustrates perfectly how waiting costs can lead to steep discount rates:

Van needed that money... My daughter needed that money... Not in September, but today. See, I am poor Darius, and poor people don’t have time for investments, because poor people are too busy trying not to be poor! I need to eat today, not in September...

2 Model

Here, we first model the evolution of the individuals’ life history strategy. To do so, we use optimal control theory, and our model is essentially identical to Perrin et al. (1993) and Koziowski and Weiner (1997). In a second step, we show how the evolutionarily stable growth strategy determines the time horizon of individuals, and the level of risk they are willing to take.

2.1 Evolutionarily stable growth schedule

Individuals are characterized, at any age $t$, by their total amount of capital that we call here for simplicity their body weight $w(t)$. Body weight affects two parameters of individuals’ life history via trade-offs. On the one hand, the body weight affects mortality, through a monotonous decreasing function $m(\cdot)$. On the other hand, body weight affects the amount of resources that the individual produces per unit of time, through a monotonically increasing productivity function $p(\cdot)$. 4
Throughout this paper we assume that capital has diminishing returns both in productivity and in survival (that is, \( \forall w > 0, p'(w) < 0 \) and \( m'(w) > 0 \)). This assumption is standard in evolutionary biology (Charnov, 1993). From an evolutionary point of view, it is justified by the fact that natural selection should have shaped individuals’ life history decisions in such a way that they invest in different components of their capital (different organs, or different non-biological assets) in decreasing order of priority from the most profitable down to the least profitable ones (Iwasa and Roughgarden, 1984; Perrin, 1992).

As a result, the more advanced an individual is in his pyramid of needs, i.e. the more capital she has already accumulated, and the less each additional unit of capital makes a difference.

An individual’s strategy consists in choosing, at each instant of her life, how she allocates the resources she produces at that moment. She can invest these resources in two activities: reproduction or growth. Formally, an individual’s strategy is therefore an allocation function \( u(\cdot) \in [0,1] \) that indicates the fraction of her resources that she allocates to growth at each age, the rest \( (1 - u(\cdot)) \) being allocated to reproduction. It is therefore on this function that natural selection acts. The objective of the present approach is to characterize the nature of this function at an evolutionary equilibrium.

To do this, we consider a population subject to density-dependent regulation via fertility, in which one can show that natural selection maximizes the "lifetime reproductive success" of individuals (see Supporting Information Section 3 and see also e.g. André and Rousset, 2019; Dańko et al., 2017). In other words, selection favours the allocation function \( u(\cdot) \) that maximizes the total amount of "reproductive investments" made by the individual over her lifetime, referred to here as \( V_0 \) (see SI Section 3); we note this quantity \( V_0 \) because it corresponds to an individual’s reproductive value at birth (Fisher, 1930; Perrin and Sibly, 1993). What is more, under the same model of density-dependent regulation, when the environment is variable, one can show that natural selection favors the evolution of a reaction norm by which individuals maximize their lifetime reproductive success in each environment taken in isolation (see SI Section 3).

Let us consider an individual of age \( t \). This individual is characterized by two variables: his capital, that is his body weight, \( w(t) \), and his probability of still being alive, \( l(t) \). The following system of differential equations gives us the dynamics of these two variables along the individual’s life:

\[
\frac{dw(t)}{dt} = u(t)p[w(t)]
\]

\[
\frac{dl(t)}{dt} = -m[w(t)]l(t)
\]

A function called the Hamiltonian is then defined:

\[
H(t) \equiv u(t)p[w(t)]\lambda(t) - l(t)m[w(t)]V(t) + (1 - u(t)) p[w(t)]l(t)
\]

An intuitive way to understand the meaning of this function is to see it as the “marginal value” of the instant \( t \). In other words, \( H(t)dt \) represents how much the infinitesimal duration \( dt \) has contributed to \( V_0 \). At each instant \( t \) of her life, three things happen to the individual:

1. She invests a quantity of resources \( u(t)p[w(t)] \) in the growth of her capital \( w \).
2. If she is still alive, she invests an amount of resources \((1 - u(t))p[w(t)]\) in reproduction.

3. Her probability of still being alive decreases by an amount \(l(t)m[w(t)]\).

The objective of equation 3 is to measure the impact of these three events on the individual’s total reproductive output \(V_0\). To do this, these three changes are weighted by a measure of their respective "value" in terms of reproduction.

1. The investment into body weight is weighted by \(\lambda(t)\) which represents the marginal value of body weight at time \(t\). In other words, \(\lambda(t)\) tells us how much it increases \(V_0\) if we increase a little bit the individual’s body weight at time \(t\).

2. The investment in survival is weighted by \(V(t)\) which represents the reproductive value of an individual of age \(t\). \(V(t)\) tells us how much \(V_0\) increases if we increase a little bit the individual’s probability of being alive at time \(t\).

3. Investment in reproduction is weighted by \(l(t)\) which represents the probability that the individual is still alive at age \(t\), and therefore that the reproductive investment actually takes place.

The maximum principle (Pontriagin et al., 1986) states that the optimal allocation function consists in always investing, at each instant, so as to maximize the marginal value of instant \(t\), \(H(t)\). From equation equation 3, the evolutionary stable allocation function \(u(\cdot)\) must therefore obey (i) \(u(t) = 1\) iff \(\lambda(t) > l(t)\), and (ii) \(u(t) = 0\) iff \(l(t) > \lambda(t)\). In words, when the marginal value of one’s body weight is larger than one’s probability of still being alive, one must invest everything in growth, otherwise one must invest everything in reproduction.

To determine the evolutionarily stable allocation function we must therefore calculate the two functions \(\lambda(t)\) and \(l(t)\). For this purpose, we use the canonical equations of optimal control:

\[
\frac{d\lambda(t)}{dt} = -\frac{\partial H(t)}{\partial w(t)} \tag{4}
\]

\[
\frac{dV(t)}{dt} = -\frac{\partial H(t)}{\partial l(t)} \tag{5}
\]

In short, the canonical equation tells us that the marginal value of \(w\) and \(l\) decreases over time by a value that corresponds to their instantaneous marginal value. This can be understood by considering the fact that the marginal value of a given state at time \(t\) is equal to its instantaneous value in \(t\) plus its later total marginal value (to gain a better intuitive understanding of these equations, we recommend Iwasa and Roughgarden, 1984).

In this model, the optimal strategy is “bang bang” (see Koziowski and Weiner, 1997; León, 1976; Perrin and Sibly, 1993; Taylor et al., 1974). The individual starts by investing all her resources in growth, until she reaches a switching age \(t_a\), which is found as the solution of \(\lambda(t_a) = l(t_a)\), then the individual must invest all her resources exclusively in reproduction, and maintain her body weight constant at its adult size \(w(t_a)\). Our aim, now, is to calculate the evolutionarily stable age at maturity \(t_a\) and adult size \(w(t_a)\). To do so, we start by considering the pure reproduction phase.
2.1.1 Pure reproduction phase and derivation of the switching time

For simplicity, we call \( w_a \equiv w(t_a) \) the adult body weight, \( m_a \equiv m[w_a] \) the adult mortality, and \( p_a \equiv p(w_a) \) the adult productivity. During pure reproduction, we have \( u(t) = 0 \) and thus the hamiltonian is

\[
H(t) = -l(t)m_aV(t) + p_a l(t)
\]

Following a stationarity principle, during reproduction the individual’s reproductive value, \( V(t) \), is constant since the organism no longer grows. So we have \( V(t) = V_a \forall t \geq t_a \), where \( V_a \equiv V(t_a) \) is the reproductive value of an adult. The canonical equation for \( V(t) \) is therefore

\[
\frac{dV(t)}{dt} = -\frac{\partial H(t)}{\partial l(t)} = m_a V_a - p_a
\]

Since \( V(t) \) is constant we must have \( \frac{dV(t)}{dt} = 0 \) which implies

\[
V_a = \frac{p_a}{m_a}
\]

The reproductive value of an adult is therefore his productivity \( (p_a) \) multiplied by the expectation of the time left to live \( (m^{-1}_a) \).

We also have the canonical equation for lambda:

\[
\frac{d\lambda(t)}{dt} = -\frac{\partial H(t)}{\partial w(t)} = l(t)m'_a V_a - p'_a l(t)
\]

Where the prime denotes derivative with respect to body weight \( (m'_a = \frac{dm(w)}{dw} |_{w=w_a} \) and \( p'_a = \frac{dp(w)}{dw} |_{w=w_a} \). Replacing \( V_a \) by its value, \( p_a/m_a \), this gives

\[
\frac{d\lambda(t)}{dt} = \left[ \frac{m'_a p_a}{m_a} - p'_a \right] l(t)
\]

Where \( l(t) = l_a e^{-m_a(t-t_a)} \), the probability to be still alive in \( t \), is the probability \( l_a \) of being alive at the switch age \( t_a \), multiplied by the probability to survive after that until \( t > t_a \).

For simplicity, we then define \( s(w) \equiv m(w)^{-1} \), the life expectancy of an individual of size \( w \), and thus \( s_a \equiv m_a^{-1} \) the life expectancy of an individual of size \( w_a \). Under the constraint that \( \lambda(t) \) must tend toward zero at infinity, equation 6 can be integrated into

\[
\lambda(t) = \left[ p'_a s_a + s'_a p_a \right] l_a e^{-m_a(t-t_a)}
\]

Hence the marginal value of body weight at the switch age is

\[
\lambda_a \equiv \lambda(t_a) = \left[ p'_a s_a + s'_a p_a \right] l_a
\]

Since we know that the switching age \( t_a \) must obey the condition \( \lambda(t_a) = l(t_a) \). This gives us the necessary and sufficient condition for \( t_a \) to be the switch age: \( p'_a s_a + s'_a p_a = 1 \) (identical to equation 3 of Kozlowski and Weiner, 1997; see also Kozlowski and Wiegert, 1987; Perrin, 1992) which writes

\[
(p_a s_a)' = 1
\]
where \( p_a s_a \) is the expected total reproduction during adult life, and the prime denotes derivative with respect to body weight. The optimal switching age is thus the age at which the marginal gain of body weight in terms of expected future reproduction is exactly equal to 1. By choosing specific production and mortality functions, the equation 7 allows us to calculate the evolutionarily stable age at maturity, \( t^*_a \), and adult size, \( w^*_a \), of individuals.

In the case where only productivity depends on size (constant mortality \( m \)), equation 7 simplifies to 
\[
\frac{dp}{dt} = m. 
\]
Hence, in this case, growth stops precisely when the marginal return of body size is exactly equal to mortality.

### 2.1.2 Pure growth phase

During this phase, we have \( u(t) = 1 \), and the Hamiltonian is thus:
\[
H(t) = p[w(t)]\lambda(t) - l(t) m[w(t)] V(t) 
\]

With the canonical equation for \( \lambda(\cdot) \)
\[
\frac{d\lambda(t)}{dt} = -\frac{\partial H(t)}{\partial w(t)} = -\lambda(t)p'[w(t)] + l(t)V(t) m'[w(t)] 
\]

where the prime denotes derivative with respect to body weight. And the canonical equation for \( V(\cdot) \):
\[
\frac{dV(t)}{dt} = -\frac{\partial H(t)}{\partial l(t)} = m[w(t)] V(t) 
\]

With the separation of variables technique, this equation gives 
\[
\int_{V(t)}^{V_a} \frac{dV}{V} = \int_{t}^{t_a} m(s) ds 
\]

and thus 
\[
-\ln \left( \frac{V(t)}{V_a} \right) = \int_{t}^{t_a} m(s) ds, 
\]
which finally allows to derive the reproductive value during growth:
\[
V(t) = V_a e^{-\int_{t}^{t_a} m(s) ds} 
\]

Hence, as expected, the reproductive value at any age \( t \leq t_a \) is equal to the reproductive value at adulthood, \( V_a \), multiplied by the probability to actually reach adulthood from age \( t \).

Now, recall that \( l(t) = e^{-\int_{0}^{t} m(s) ds} \). Hence, the product \( l(t)V(t) \) is equal to \( V_a e^{-\int_{0}^{t_a} m(s) ds} = V_a l_a \). In other words, during growth, the product \( l(t)V(t) \) is in fact a constant independent of \( t \). In particular, this is true for \( t = 0 \), and thus \( \forall t < t_a, l(t)V(t) = V_0 \), where \( V_0 \) is the reproductive value at age 0, which is actually the same thing as the lifetime reproductive success of the individual.

Hence, finally, we have the canonical equation for \( \lambda(\cdot) \) during growth:
\[
\frac{d\lambda(t)}{dt} = m'(w)V_0 - p'(w)\lambda(t) \tag{8} 
\]
2.2 Discount rate across the life cycle

Our aim is to derive the discount rate that individuals should express at each instant of their life. That is, we aim to answer the question: assuming individuals’ decision machinery has been shaped by natural selection, at what rate should they discount the future? To answer this question, we derive the marginal value of resources \( v(t) \) at every instant \( t \) of the life of individuals, that is the value added by an infinitesimal amount of resource obtained at time \( t \), and we are interested in finding out how this marginal value changes during the life of an individual. Our reasoning is that if the decision machinery of individuals has been well calibrated by natural selection, then they should subjectively value each unit of resources in proportion to their objective marginal value with regard to fitness. As a result, individuals should express a discount rate that depends on the slope of \( v(t) \) with time. At any instant \( t \) of their life, if the marginal value of resources, \( v(t) \), decreases sharply with time at this instant, then individuals should strongly prefer a resource now over a resource later, that is they should have a short time horizon, and conversely if \( v(t) \) decreases slowly with time (or a fortiori if it is constant or increasing) then individuals should have a long time horizon.

More precisely, the evolutionarily stable discount rate \( \delta(t) \) at every instant of individuals’ life (that is, the discount rate they should express if their decision machinery has been well calibrated by natural selection) is the solution of the following differential equation \( \dot{v}(t) = -\delta(t)v(t) \) (where the dot denotes derivative with respect to time). Hence, the evolutionarily stable exponential discount rate at time \( t \) is defined as \( \delta(t) \equiv -\dot{v}(t)/v(t) \).

In the present model, the marginal value \( v(t) \) of a unit of resource available for the individual at time \( t \) depends on the life stage the individual is in. During the growth phase (i.e. \( \forall t \leq t_a \)), the marginal value of a unit of resource is \( \lambda(t) \) since all resources are used for growth. During the reproduction phase (i.e. \( \forall t \geq t_a \)), on the other hand, the marginal value of a unit of resource is \( l(t) \), since all resources are used for reproduction. Hence, the fact that \( \lambda(t) \) and \( l(t) \) always decrease with time indicates that the marginal value of a resource is always higher when it comes early in life than late. As a result, the individuals should always discount future resources relative to present ones. The question is at what rate exactly should this discount take place?

2.2.1 Adulthood

We begin with the reproduction phase because it is the simplest. During this phase, the marginal value of a unit of resource is given by the survival probability \( l(t) \). Since the mortality rate during adulthood is constant (equal to \( m_a \)), this survival probability decreases exponentially at a rate \( m_a \). Hence the evolutionarily stable discount rate is simply \( \delta(t) = m_a \). In this stage of life, it is therefore mortality alone that controls the time horizon of individuals. If the mortality rate is high then adults should sharply discount their future, otherwise they should discount it weakly.

2.2.2 Growth

During the growth phase, resources are not used to reproduce but to grow, hence the marginal value of a resource is given by \( \lambda(t) \). Thus the evolutionarily stable discount rate
is $\delta(t) \equiv -\dot{\lambda}(t)/\lambda(t)$. From equation 8, this gives

$$\delta(t) = p'(w) - \frac{m'(w)}{\lambda(t)} V_0$$

(9)

where we recall that $p'(w) > 0$ and $m'(w) < 0$. Hence, the discount rate is always strictly positive.

### 2.3 Risk aversion across the life cycle

To measure individuals’ risk aversion in age $t$, we imagine that the amount of resources produced by the individual at age $t$ is subject to a small perturbation $\epsilon$ (which can be positive or negative), and we calculate the eventual fitness, $V_0(t, \epsilon)$, of the individual who experienced that small perturbation, assuming that she behaves optimally afterwards. Following the same reasoning as in the case of time-horizon, we then assume that individuals preferences with respect to risk have been well calibrated by natural selection and we thus measure the evolutionarily stable degree of risk aversion in $t$ as

$$\rho(t) = -\lim_{\epsilon \to 0} \frac{\partial^2 V_0(t, \epsilon)}{\partial \epsilon^2}$$

(10)

If $V_0(t, \epsilon)$ increases linearly with $\epsilon$ then individuals should be risk-neutral. If $V_0(t, \epsilon)$ increases concavely with $\epsilon$ then individuals should be risk-averse, since they lose more with a negative perturbation than they gain with a positive perturbation. And conversely, if $V_0(t, \epsilon)$ increases in a convex manner with $\epsilon$, then individuals should have an intrinsic preference for risk.

#### 2.3.1 Reproduction

During adulthood, any additional resource allocated to the individual is used to reproduce. In this case, the perturbation $\epsilon$ simply changes linearly the individual’s fitness by a quantity $\epsilon$. Individual should therefore be risk-neutral. That is, in their eyes, only the expected size of a resource should matter, and not its variance.

#### 2.3.2 Growth

During the growth phase, we know that the perturbation $\epsilon$ does not change the optimal body weight at maturity, which is always given by equation 7. So the only effect of $\epsilon$ is to change the age at maturity (by delaying it or advancing it slightly). By considering explicit trade-off functions (see Section 3.2), this effect on the fitness of individuals and their evolutionarily stable degree of risk aversion can be calculated numerically (see SI Section 1 and Section 2 for details).

### 3 Results

#### 3.1 Discounting when mortality is constant

To gain an intuitive understanding of the dynamics of the evolutionarily stable (thereafter, ES) discount rate across individuals’ life, we focus first on a simple scenario where
body weight (that is, an individual’s capital) only affects resource production, with the probability of staying alive arising from a constant exogenous mortality rate. In this case, $m'(w) = 0$, and equation 9 becomes $\delta(t) = p'(w)$. The ES discount rate during growth is simply given by the marginal productivity of capital. In other words, an individual’s ES time horizon at a given age does not depend at all on her mortality rate, but only on the marginal productivity of resources at this age. When resources can significantly improve the individual’s productivity ($p'(w)$ is high) then she should be impatient to get them; that is, her time horizon should be short. On the contrary, when the individual’s productivity is plateauing and almost no longer increases with body weight, then the individual should be patient; that is, her time horizon should be long.

If body weight has diminishing returns on productivity (that is, if $p''(w) < 0$), the time horizon of individuals should get longer as they grow. Immature individuals, at the very beginning of their growth, have a very short time horizon, much shorter than their (constant) extrinsic mortality rate. As their capital (i.e. body weight) increases, that is as they move forward in their lives, individuals should become less and less impatient, and their ES discount rate closer and closer to their mortality rate. Individuals then switch to reproduction at the precise age where their ES discount rate becomes exactly equal to their mortality (equation 7). At this point, they stop growing and their ES discount rate remains equal to their mortality, until they die.

We remark here, and this remains true in the general case that follows, that the ES discount rate is never the sum of the effect of collection risks plus the effect of waiting costs. Rather, the ES discount rate is controlled entirely by waiting costs and completely independent of collection risks throughout the growth phase and on the contrary controlled entirely by collection risks and completely independent of waiting costs during the reproduction phase. This may seem counter-intuitive at first but is in fact a logical consequence of the evolutionarily stable bang-bang strategy expressed by individuals according to which they stop growing once they reach maturity. The ES discount rate during a given phase of an individual’s life depends on what the individual has to do best with the resources she earns during that phase. During the reproduction phase, the best investment for an individual is to reproduce and never to grow. Resources are therefore never used to improve productivity and waiting costs are completely absent. On the contrary, during the growth phase, the best investment for an individual is to grow and never to reproduce. Mortality thus plays no role in the ES discount rate during that phase (for the same reason that there can be no senescence before reproduction; Baudisch, 2008). If an individual has decided not to reproduce at all anyway, then it does not make any difference that she dies possessing or not possessing any given resource. At the time of her reproductive maturity, an individual thus suddenly switches from a situation where her time horizon is entirely controlled by waiting costs to a situation where it is entirely controlled by collection risks. This transition, however, takes place precisely at the moment when the two are equal so that it does not generate any discontinuity in the ES discount rate.

### 3.2 Numerical results in the general case

In the general case where body weight affects both productivity and mortality rates, analytical derivations do not provide a clear intuitive interpretation of individuals ES
discounting and risk profiles. Thus, in this section we provide a numerical analysis of the life cycle model, by choosing explicit trade-offs functions for productivity and mortality.

Specifically, the relationship between productivity and body weight is given by the function \( p(w) = \kappa w^\alpha \) with \( \alpha \in [0, 1] \), while mortality is defined by \( m(w) = \mu w^{-\beta} \), with \( \beta > 0 \). These are usual functions in life history modelling (see e.g., Koziowski and Weiner, 1997), characterised across the range of parameters considered in our case by diminishing returns of body weight on both productivity and survival.

Here, \( \alpha \) and \( \beta \) measure distinct aspects of the quality of the environment. A higher value of \( \alpha \) reflects a more productive environment, that is an environment in which body weight has a higher marginal effect on productivity. On the other hand, a higher value of \( \beta \) reflects a safer environment, in the sense that it is enough to invest a little in body weight to significantly reduce one’s mortality. In both cases, \( \kappa \) and \( \mu \) are used as scaling parameters.

In addition to these parameters, we also define \( w_0 \), the initial capital, which can be seen as implicitly capturing the level of parental care, considered here as an exogenous parameter, or more generally as capturing the minimum capital that any individual has at birth and could be either provided by their parents or merely present in the environment. Therefore, \( w_0 \) also captures an important aspect of the quality of the environment. Based on the specification of the mortality function, we must assume that \( w_0 \geq 1 \).

With trade-offs functions fully specified, we can now compute numerically (see SI Section 1 for details) and represent graphically ES discount rates across the life cycle and for a range of scenarios (Figure 1).

Figure 1 illustrates the fact that the pattern obtained for the general case where body weight affects both mortality and productivity is consistent with the analytical results detailed in the previous section for the simpler scenario where mortality remains constant. Namely, ES discounting is still characterised by two distinct regimes: (i) during the growth phase, the ES discount rate monotonously decreases as the individuals get bigger; (ii) once the ES discount rate \( \delta \) equals the mortality rate \( m \), growth stops and a pure reproductive period begins during which ES discounting is exclusively controlled by mortality and remains constant until death. Although in the general case the ES discount rate \( \delta \) does not correspond exactly to the marginal productivity of body weight during growth, their dynamics remain tightly linked (Figure 1).

Thus, in the case where mortality is state dependent with both diminishing returns of body weight on productivity and survival, it remains true that individuals should have a shorter time-horizon in the early stages of their life. At this time, their ES discount rate is higher than their mortality rate and captures the important benefits in terms of resource production and mortality reduction obtained by growing. As individuals get bigger, large increments in body weights are increasingly required to further obtain significant improvements in their condition, that is each unitary gain in body weight has smaller and smaller benefits, as a result waiting costs gradually vanish. Hence, individuals’ time horizon becomes longer and they behave more patiently. During the phase of pure reproduction, when individuals gain a unit of resource they invest all of it into reproduction and none of it in productivity or survival. As a result, waiting costs are now absent and ES discounting depends only on collection risk, that is on mortality.

To investigate how this overall dynamic might vary across different environments, Figure 2 shows the discounting trajectories for a range of values of the parameters \( \alpha, \)
Figure 1: Time horizon across ontogeny. The diagram shows the variation in discounting throughout the optimal life cycle. During the growth phase, discounting diminishes as the marginal productivity of body size decreases. Once the marginal value $\lambda(t)$ of a unit resource equals survival $\ell(t)$, the individual matures and enters a phase of exclusive reproduction. During the reproductive stage, discount rate remains constant and is equal to the mortality rate at adult size $\mu(w^\alpha)$. The parameters $\alpha$ and $\beta$, which capture respectively the productivity and the safety of the environment have analogous effects on the ES discount rate $\delta$. Higher values of $\alpha$ and $\beta$ increase the ES discount rate during the early stages of growth. These trends can be explained by the fact that waiting costs directly arise from the marginal returns from investing in body weight. In an environment where little is to be gained from increasing body weight, waiting costs are therefore low.

Thus, individuals living in environments where $\alpha$ and/or $\beta$ are large have shorter ES time horizons during the initial part of the growth period compared to individuals inhabiting environments with low $\alpha$ and/or $\beta$. Yet, as the life cycle advances individuals coming from environments with higher $\alpha$ and/or $\beta$ eventually become the one discounting less. This is due to the fact that they start reproducing later in the life cycle and reach a larger body weight, resulting in a lower collection risk during the reproduction phase (Figure 2).

Regarding the third parameter $w_0$, however, the trend is reversed during the growth period. In this case, individuals which start with a higher initial capital $w_0$ are expected to discount less during their whole growth. This again comes from the impact of $w_0$ on the marginal returns of body weight. Since productivity and survival show diminishing returns with body weight, by definition, the larger the body weight at birth, the lower
the marginal effect of increasing body weight. As a result, individuals born with an already large capital are spared the initial phase of high waiting costs and exhibit a longer ES time horizon throughout their growth. Because being born larger only gives a developmental headstart, however, but does not affect the body weight at which the switch to reproduction should occur (Figure 2), initially large individuals reproduce earlier but eventually everyone converges to the same ES discount rate, controlled by mortality.
Figure 2: Time horizon across environments. 1. Variations in discount rate (a), age at maturity (b) and size at maturity (c) for increasing values of the $\alpha$ parameter of the productivity function. The optimal life cycle and discounting trajectory is computed for each increment along the gradient. A higher $\alpha$ reflects a more productive environment and is associated with greater discounting during the early phase of the growth stage (a). Yet, because a highly productive environment is associated with late maturity (b) and greater adult size (c), individuals eventually reach a lower discount rate as they keep getting bigger. 2. Variations for the same variables for increasing values of the $\beta$ parameter of the mortality function. A higher $\beta$ reflects an environment where individuals can more easily protect themselves against mortality sources. The same pattern of higher discounting during early growth (a), early switch to reproduction (b) and bigger adult size (c) is found. 3. Results obtained for increasing values of $w_0$, i.e., individuals’ initial amount of capital. This time a high value is associated with lower discounting (a), which remains true for the whole lifecycle since maturation occurs earlier (b) and adult size is not affected by the initial capital (c).
3.3 Attitude toward risk

Beyond attitude toward time, the numerical analysis of the model also provides us with information about the dynamics of attitudes towards risk across the life-cycle and for various environmental parameters (Figure 3). The overall pattern of risk sensitivity mirrors the results obtained for the discount rate. Individuals are always the most risk averse at the very beginning of their life. This aversion to risk rapidly diminishes as individuals eventually get bigger. Across environments, environments with higher values of $\alpha$ and/or $\beta$ are associated with greater risk aversion, while larger body weight at birth is associated with lower risk aversion throughout growth.

Figure 3: **Risk aversion across environments.** Results for risk aversion show patterns similar to those obtained for discounting, with less patient individuals being also more risk averse. While individuals are always risk neutral during the reproductive phase, a highly productive environment (increasing $\alpha$) is associated with more risk aversion during the growth phase (a). An environment where mortality sources are more easily neutralized is also associated with an increase in risk aversion (b). Finally, a higher level of initial capital conversely yields less risk aversion during growth.
Discussion

In this article, we have used a simple dynamic life history model to highlight the importance of waiting costs on time-horizon across individuals’ lifetime and in different environmental settings. Although collection risks (and mortality in particular) are usually invoked to explain differences in time preferences, our model shows that they are not the only, and probably not even the most important, sources of variation in temporal discounting.

When an individual must choose between obtaining a resource immediately or a larger resource later, she must take into account two elements. On the one hand, she must take into account the probability that the delayed resource will never actually be given to her, either because she will have died in the meantime or for another reason related to general environmental instability. This is the so-called collection risk. As a result of this type of risk, the more unstable the environment is, and in particular the higher the mortality rate, the more individuals should discount the future. On the other hand, beyond collection risk, when choosing between an immediate or a delayed resource an individual must also take into account all the benefits she could have earned, during the delay, by making use wisely of this resource. Obtaining a resource is not like earning points that increase the score in some kind of game. Rather, resources can be transformed into capital (Kaplan et al., 2000), that is into assets that allow the organism to better exploit its environment, either by increasing its productivity or by reducing its degradation and mortality rates, and that can be of a biological nature (the biological organism itself) or extra-biological (a shelter, a technical tool, knowledge, skills, etc.). When an individual chooses a delayed resource over an immediate one, she renounces all the benefits this supplementary capital would have generated during that delay. These forgone benefits are independent of collection risks. They are paid even if the individual is certain to obtain the resource eventually. They constitute the waiting costs. The more an individual can gain by investing new resources wisely into capital, the higher the waiting costs. Therefore, an individual who still has scope to increase significantly her productivity and/or to improve her ability to cope with environmental hazards loses much more, per unit of time waiting, than an individual who no longer has ways to improve significantly her capital and for whom gaining a resource is actually just like earning points to keep in a safe.

One can see this principle as a generalization, to individual growth, of the standard result of life history theory stating that selection favours faster strategies in growing populations than in populations at demographic equilibrium (Abrams, 1993; Caswell, 2007; Dañko et al., 2017). In a growing population, the offspring one produces are a capital that allow one’s lineage to produce further offspring, and it is therefore adaptive to invest early in this capital (that is, to reproduce early). Here we show that the same effect also takes place when one’s personal capital still has room for growth. An individual whose personal capital has a strong margin of progression should be more impatient to invest into this capital than an individual whose capital is plateauing.

These results allow us to shed light on the sources of variation of time-horizon. First, they allow us to better understand the variations of time horizon with age. It is adaptive for individuals to invest in different types of capital in decreasing order of priority from the most profitable down to the least profitable ones (Iwasa and Roughgarden, 1984; Maslow, 1943; Perrin, 1992). Accordingly, the return on investment of capital is likely to
be decreasing as individuals develop. The further an individual progresses on her pyramid of needs – that is, the more capital she accumulates – and the less each additional unit of capital allows her to improve her productivity (or her resistance to hazards). This phenomenon yields individuals that should discount less as they grow, *i.e.* that should become more patient the bigger they get. In our simple model, individuals eventually reach an age at which they entirely stop growing and invest all their resources in reproduction, at which point their waiting cost is nil (because their capital is plateauing) and their discount rate is solely determined by collection risk (*i.e.* by their mortality rate). Once growth ceases it is just the probability to be alive to collect a delayed reward that matters, since resources are directly converted into as many fitness units.

Thus, owing to the existence of waiting costs, and assuming diminishing returns, discount rates should decrease as individuals accumulate more capital. This is consistent with previous findings (Chu et al., 2010) looking at the dynamics of time preferences across individuals’ lifetime. Moreover, this pattern is partially supported by the empirical data available on human temporal discounting across the lifespan, which seems to support a U-shape relationship between age and discount rates (Harrison et al., 2002; Read and Read, 2004; Richter and Mata, 2018; but see also Chao et al., 2009), meaning that middle aged adults are the most patient. Nevertheless, our model only predicts the initial phase of decrease of delay discounting, not the subsequent regain of impatience as individuals enter the late stages of their life. This latter dynamic might however mirror the increase in mortality risk due to senescence (Chao et al., 2009). Since no phenomenon of senescence could emerge from our model assumptions (Baudisch, 2008), the failure of our model to capture the late increase in discounting is expected.

Second, our model also provides us with a new perspective regarding the effect of deprivation on time horizon. In this regard, we obtain two apparently contradictory results. On the one hand, we predict that individuals should have a longer time horizon if they live in an environment that can hardly be improved by investing into capital, that is in an environment where each additional unit of capital makes little difference. On the other hand, we predict that individuals should have a shorter time horizon if the basic capital they own from birth is low because, then, each unit of capital earned makes a bigger difference throughout their lives. These two opposing predictions, together with empirical observations on the actual effect of deprivation (Bruderer Enzler et al., 2014; Green et al., 1996; Harrison et al., 2002; Tanaka et al., 2010; Wang et al., 2016), lead us to suggest that, at least in most cases, deprivation does not consist in living in an environment where the effect of each unit of capital is low, but rather in possessing little at birth and having to build everything from scratch. On the contrary, well-off individuals are characterized by the fact that they possess a large amount of capital from birth, either because they receive it from their parents or because they benefit from other social investments. In wealthy social classes of modern democracies, numerous aspects of people’s life are indeed facilitated by public investments such as receiving some form of health care, getting an education or using efficient means of transportation. Hence, people already come into society with a myriad of needs already taken care of, such that the influence of their own actions on their state is reduced. As an hypothesis then, we could predict that people living in societies with an important safety net and a well-developed welfare state should be more patient on average, compared to societies putting more emphasis on individuals taking care of their own safety.
Moreover, the distinction between the two types of deprivation suggests some interesting additional predictions about variation in delay discounting across human societies. In poor areas where little public investment has been made and infrastructures are lacking, to the point that few opportunities are available either to improve one’s productivity or to reduce one’s mortality rate, comparatively low levels of discounting are expected (although high rates of mortality could compensate the absence of waiting costs). As more opportunities become available through development, however, the average discount rate in the population should rise. Interestingly, some cross-country data on time preferences shows that greater discounting is found in countries with higher economic growth rates (Wang et al., 2010). Thus, one could predict that people might exhibit especially short time horizons in highly unequal cities in the developing and developed countries where some households have very low levels of capital but opportunities to improve one’s condition might still be available. More empirical data is however needed to properly assess these claims.

Interestingly, these predictions depict a somewhat different picture from accounts of individual differences in delay discounting based on collection risks. Indeed, it has been argued that people living in more deprived conditions suffer from higher collection risks because of a lack of control over future outcomes (e.g. Pepper and Nettle, 2017; Riis-Vestergaard and Haushofer, 2017). By contrast, in our model, discounting is actually predicted to be higher when individuals’ decisions have the most impact on their state in terms of productivity and exposure to mortality.

In addition to the results obtained for delay discounting, we found identical patterns for risk aversion during ontogeny and across environments. Our model shows that the most impatient individuals should also be the most risk averse. Because capital has diminishing returns, during their growth phase, individuals face a concave “utility function”. As a result, following the same logic as the standard explanation of risk aversion in expected-utility theory (Von Neumann and Morgenstern, 1944), there is always more to lose than to gain by increasing the variance in the amount of resources one earns at a given time. Individuals should therefore always be at least slightly risk-averse during their growth. But this effect decreases as individuals accumulate wealth since the benefits of further accumulation are then plateauing and the “utility function” experienced by individuals thus becomes quasi-linear. As for time preferences, the pattern predicted is mostly consistent with the empirical literature on the relationship between income and risk aversion (e.g. Hopland et al., 2016; Tanaka et al., 2010; Wright, 2017), although the age trajectory does not seem to be supported by the available data (Dohmen et al., 2018).

Finally, despite the fact that our simple model captures well the importance of waiting costs to account for the variation in delay discounting, it suffers from important limitations that need to be acknowledged. The first limitation comes from the bang-bang nature of the optimal life history schedule arising from our formulation of the allocation problem (Baudisch, 2008; Perrin et al., 1993). Indeed, if growth is meant to include capital accumulation in a broad sense (e.g. the production of additional muscle tissue, learning a new skill, as well as the acquisition of a house), then a pure reproductive period never really occurs during the human life cycle. The initial phase of pure growth is correct but then mature individuals still invest in some form of growth and maintenance until their death. Beyond the lack of realism of a bang-bang life history strategy, this property also
generates predictions that are at odds with part of the empirical record in the life history literature. Indeed, the 'bang-bang' allocation schedule implies that maturity occurs as soon as a certain critical size is reached. Consequently, this actually predicts that more affluent individuals would start reproducing earlier than people starting life with only a small initial capital. Although earlier puberty with increased level of resources has been documented for girls in human population (Biro et al., 2012), the same is not true for age at first birth. Adding the possibility for individuals to invest in the quality of their children, might be a way to produce results closer to empirical data.

The last point highlights an important weakness of the model, which is that body weight at birth is completely exogenous and is not allowed to evolve in our model. Yet, as already mentioned, the amount of capital that is provided to an individual at birth by its social environment is actually a pivotal decision that might shape the allocation schedule and coevolve with time horizon. Making parental care an endogenous variable of the allocation model would therefore establish an important step forward.

In addition to more detailed aspects of the reproductive strategy like the amount of resources granted to a newborn, our model would also benefit from adding a maintenance component to the somatic strategy. Indeed, depending on the way it is implemented into a life history model, the necessity to invest resources into maintenance can alter the nature of the optimal life cycle and give rise to senescence, thus producing more realistic mortality profiles and dynamics of discounting.

Lastly, the present model is deterministic while accounting for additional sources of collection risks beyond mortality will likely require stochastic models. Introducing stochasticity would also allow the investigation of potential interactions between waiting costs and collection risks by letting the degree of stochasticity associated to a reward vary with the amount of capital. Thus, expanding the current model to take into consideration both class of factors and their interactions would constitute a significant move towards an integrated account of variation in time preferences across space and time.

Supplementary Materials

Supporting Information for the paper and the Mathematica® notebook used for the numerical analyses are publicly available at the following URL: https://github.com/hugomell/time_is_money
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