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The unrivalled growth in e-commerce of animals and plants presents an unprecedented opportunity to monitor wildlife trade to inform conservation, biosecurity, and law enforcement efforts. Using the Internet to quantify the scale of the wildlife trade (volume, frequency) is a relatively recent and rapidly developing approach, which currently lacks an accessible framework for finding relevant websites and collecting data. Here, we present an accessible guide for internet-based wildlife trade surveillance, which uses a systematic method to automate data collection from relevant websites. The guide is easily adaptable to the multitude of trade-based contexts including different focal taxa or derived parts, and locations of interest. Furthermore, as wildlife trade on the Internet becomes more widespread, the ability to collect large amounts of data on traded wildlife will become possible and desirable. Using a case study where we monitor 53 websites, we demonstrate the capabilities and limitations of this kind of large-scale surveillance system. We collected over half a million unique listings in a year and estimate that it would take over two years for one person to clean every listing. We propose that the development of machine learning methods for automation of data collection and processing become a priority and be tested for a variety of different contexts of wildlife trade-related web data.
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Introduction
The wildlife trade is an influential driver of species endangerment, source of invasive species, spread of diseases, and criminal activity (‘t Sas-Rolfes et al. 2019). Trade occurs across a variety of physical settings, including ‘brick and mortar’ stores, wet markets, pet stores – and increasingly on the Internet (Siriwat & Nijman 2020). Reliable data on the quantity and composition of the wildlife trade (legal and illegal) is needed to inform decisions about conservation, biosecurity and law enforcement efforts, and develop human behavior change campaigns; yet this data is often not collected and/or is difficult to obtain (Regueira & Bernard 2012; Eskew et al. 2020). 
 
In recent years, the Internet has played an increasingly important role in facilitating the wildlife trade (Siriwat & Nijman 2020). Accordingly, recent efforts to describe and quantify the wildlife trade have turned to the Internet (e.g., Alfino & Roberts 2018). The Internet itself (i.e., the World Wide Web or simply the Web) is categorized by three distinct “layers”: the surface web, the deep web, and the dark web (Figure 1; Bergman 2001). The surface web includes any website that can be accessed without logging in or invitation and is indexed by search engines. The deep web includes websites that require either logging in or an invitation to view (e.g., ‘private’ social media groups, private messaging apps) and may or may not be indexed by search engines. The dark web contains purposefully hidden content, requires special software to access, and is not indexed by search engines (Chen 2011; CRS 2017). Most Internet-based wildlife trade (legal and illegal) is currently occurring on the surface web and deep web (i.e., e-commerce sites, forums, social media: Sung & Fong 2018; Hinsely et al. 2016; IFAW 2018), with minimal evidence to suggest that a negligible amount of wildlife trade is occurring on the dark web (Roberts & Hernandez-Castro 2017).  

To date, there have been a variety of creative uses of data collected from the surface and deep web to inform conservation, biosecurity/invasion science, and law enforcement efforts for the illegal trade (references herein). These studies have generally been small in scale (i.e., monitoring one or few websites), but have nonetheless revealed the utility of the Internet to describe different aspects of the wildlife trade. In the context of conservation, classified websites have been used to estimate intensity of trade and serve as one line of support for increases in the legal protection of high-risk species (Rowley et al. 2016).  For biological invasions, online pet stores have been used to inventory non-native species in the trade, serving to disentangle correlates of introduction and establishment (Stringham & Lockwood 2018). Also, lost and found websites have been used to estimate propagule pressure, a major determinant of non-native establishment probability (Cassey et al. 2018), for commonly held exotic pets (e.g., turtles: Kikillus et al. 2012). In terms of assisting law enforcement, listings from online classifieds have been used to quantify the illegal trade (Ye et al. 2020). Social media websites have been used to track the intensity of legal and illegal trade (Jensen et al. 2019). Online access to news outlets (i.e., Google News: https://news.google.com/) has allowed for systematic investigations into wildlife seizures reported in the news (Indraswari et al. 2020). 

As researchers increasingly turn to the Internet as a source of information on the wildlife trade, and as the trade of wildlife increases over the Internet, having a unified method for using the Internet to obtain data on the wildlife trade would be helpful. Such a methodology or guide does not currently exist. While previous studies have independently determined how to find relevant websites and collect data, we argue that describing a systematic approach is useful for two main reasons: (i) repeatability and transparency of methods, and (ii) as a primer for future research. Outlining repeatable steps will facilitate repeatable methods for using the Internet as a data source (finding websites, data collection, etc.). Further, there exist many contexts of the wildlife trade that have yet to be explored. A systematic guide can be applied to new contexts of the trade, including new locations and different focal taxa, or derived parts and commodities. 

Here, we present an accessible guide to using the Internet (i.e., surface web) to gather data on the wildlife trade. We developed the methodology through our collective knowledge of working with web data and the wildlife trade. We combine the principles of systematic reviews (Koricheva et al. 2013), computer science (Mitchell et al. 2018), data science (Han et al. 2011), and wildlife sciences. Our goal is for this guide to be used by scientists, NGOs, government agencies, and other interested parties, who wish to utilize the Internet as a source of data on the wildlife trade. We do not intend this paper to be adopted as a strict protocol, as the Internet is highly transient and there needs to be the flexibility to adapt to changing contexts and technology. Furthermore, we posit that, as wildlife trade becomes more pervasive throughout the Internet, future studies and e-surveillance programs will want to increase the number of websites that are monitored to obtain better spatially and temporally resolved data. To explore the implications of this transition, we follow this guide with a case study that explores the Internet trade of vertebrate pets across three countries (Australia, United States, and United Kingdom), where we monitor and collect data from 53 websites. Our case study highlights the current limitations of scaling up studies from few websites to many and we discuss useful future research directions.
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Guide to using the Internet to monitor and quantity the wildlife trade	
Our guide is specified in six steps (Figure 2): (1) defining the scope and purpose of the project; (2) finding candidate websites; (3) selecting target websites to monitor; (4) collecting and storing data from websites; (5) cleaning data; and (6) analysis. Here, we detail the process of each step leading up to analysis. Knowledge of computer programming is not required to follow this guide. We focus on e-commerce and marketplace-like websites but other frameworks are available for news outlets and social media (Toivonen et al. 2019; Sonricker Hansen 2012).

[bookmark: _Toc37077939]1. Defining the scope and purpose of the project
As a first step, defining a specific research question(s) or aim(s) is necessary, since the scope and purpose of the project will influence every subsequent step of the methodology. At a minimum, it is essential to decide which species, taxa, and/or derived products are of interest, the location(s) of interest, and the timeframe for data collection (i.e., one-time snapshot, versus monitoring for months to years). Other specifics may include the type of website (Appendix S1). On a practical note, the research questions may be influenced by the available data. Thus, there may need to be some exploration of the websites and the kind of data they provide (Steps 2  3). Examples of project aims include: quantifying the trade in parrots in different regions of China (Ye et al. 2020); gathering an inventory of non-native reptiles and amphibians sold as pets in the United States (Stringham and Lockwood 2018); and exploring the social network structure of sellers of horticultural orchids (Hinsely et al. 2016). 

[bookmark: _Toc37077940]2. Finding candidate websites where specific taxa and wildlife products are traded
Finding candidate websites involves three steps: (1) defining keyword phrases to search; (2) using a search engine to perform searches; and (3) classifying the relevance of each search result. This part of the methodology is akin to the process of finding relevant scientific papers in a systematic review or meta-analysis (Koricheva et al. 2013). The two differences are: first, instead of searching the scientific literature, the Internet is searched (via search engines), and, second, not all candidate results will be used for data collection (Section 3). Often, social media groups or accounts will be highly relevant but fail to show up in search engine results. We recommend performing similar searches within the social media website itself (di Minin et al. 2019). It is important to note that the Internet is highly transient: companies/traders go out of business and new ones arise. Websites found in searches can differ in composition and function if surveyed at a later point in time. If the goal is long-term monitoring, then searches may need to be conducted at regularly-timed intervals to revise the list of current candidate websites. Outside of the Internet, there are likely other ways of finding relevant websites such as interviewing a specific community of practice (e.g., reptile keepers and traders). To the best of our knowledge, this method has not been explored, but merits future investigation. 

[bookmark: _Toc37077941]2.1 Defining search phrases
Search phrases are composed of combinations of relevant keywords. We recommend developing a suite of keywords for each target taxa (e.g., species name, trade name, common name, product name), type of websites (Appendix S1), and location of interest. Other useful keywords include adding the terms “for sale” or “buy” (Appendix S2). Example search phrases may be: “snakes for sale Australia”, “marine fish forum USA”, or “orchid store UK”. These search phrases should be in the language(s) spoken in the location of interest. There may be a need to refine keywords after exploratory investigation of search engine results. In particular, there may be trade names (i.e., names for species or taxa used in the wildlife trade community but not used among scientists) or names of breeds/morphs/mutations (e.g., Lyons and Natusch 2013), which were not considered in the initial formulation of search phrases. 

[bookmark: _Toc37077942]2.2 Using search engines to perform searches
Search engines use proprietary algorithms to return a list of URLs (i.e., website addresses) when a search phrase is input. Search engine algorithms consider the relevance of the keywords, the popularity of the website (i.e., the number of page views), and, increasingly, the location of where the search occurs (Langville and Meyer 2011). The results from a search engine are expected to change at any point in time for a number of reasons including: changes to the search engine algorithm, changes to website popularity metrics, the emergence of new websites, and a change in the location of where the search is performed. For some social media websites with ‘private’ groups (e.g., Facebook, MeWe), the search can occur within the website itself for relevant groups or by adding the name of the website as a keyword in the search. Once a keyword phrase is searched, the search engine will likely return millions of URLs per phrase. We recommend choosing a cutoff point which balances the quality of search results with search effort (e.g., 20 or 50 results per search). For more information on using search engines see Appendix S3. 

[bookmark: _Toc37077943]2.3 Classifying search engine results
After obtaining URLs from search results, each URL will need to be categorized as relevant or irrelevant. Relevance is subjective and we recommend defining inclusion/exclusion criteria depending on the scope and purpose of the study. One key inclusion criterion can be whether target taxa are being traded on the website. Another criterion can be the type of transaction that occurs on the website. Specifically, on the Internet, there are varying levels of “directness” of trade. For instance, some e-commerce companies will literally ship live animals to your doorstep (e.g., pet stores: Holmberg et al. 2015) and there are less direct websites that facilitate the transaction of selling wildlife online, but leave it up to the individuals in the transaction to conduct the exchange (e.g., classifieds: Sung & Fong 2019). 

[bookmark: _Toc37077944]3. Selecting target websites to monitor 
After obtaining the list of candidate websites, the next step is to select which candidate websites to collect data from (i.e., target websites). This step of the framework is the most subjective and therefore some level of justification and transparency should be provided when choosing target websites. To make informed decisions on selecting target websites, metadata on candidate websites should be collected. One metadata attribute of websites is web traffic statistics, which includes information such as the number of page views per month (see Appendix S4 for more information). Other sources of metadata can be gathered by the researchers themselves, including the type of website and which target taxa are being traded (more than one target taxa can be traded on any one website). In addition, if the website is a classifieds, forum, or social media group, the researchers can conduct a back-of-the-envelope calculation of the average number of posts or listings per day as a metric of popularity. All relevant metadata attributes should be considered when deciding which candidate websites to choose for data collection. Ultimately, expert opinion (i.e., the researchers) is needed to choose target websites, because measures of website metadata are not available for all candidate websites and project relevance is not always straightforward to quantify. The number of target websites chosen will vary based on the project aim(s) and the resources available to collect and clean data (Sections 4 and 5). 

[bookmark: _Toc37077947]4. Collecting and storing data from websites
Data collection can occur in one of two main ways: manual or automated. Manual data collection involves visiting the website and recording what taxa/product is being traded along with desired associated attributes (e.g., price, location). Automated data collection involves constructing “web scrapers” to visit the website and extract desired relevant information (Figure 3; Singrodia et al. 2019). Web scrapers organize the contents of a website into a structured tabular format (For more information on web scrapers see Appendix S5). Since each website differs in its underlying structure, custom web scrapers will need to be built for each website individually. A few highly visited websites may have APIs that allow for easy collection of data; this is more likely to be the case for social media websites (Toivonen et al. 2019). Choosing manual or automatic data collection will depend on how long and how often data is being collected, as it takes technical expertise and time to build web scrapers (Appendix S5), which may not be necessary if the number of target websites is small and the data collection window is short (e.g., Heinrich et al. 2019)  
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Data cleaning involves curating each listing for attributes that could not be automatically extracted, but are required for the analysis, such as: species name, quantity, price, or location. Depending on the project, only certain attributes need to be cleaned from the data. For example, if creating an inventory of species, only the species name needs to be resolved. Data cleaning is often a tedious and time-consuming task (Freitas & Curry 2016) and could possibly be the most time-consuming part of the entire project (see our Case Study below). Therefore, data cleaning should be efficiently targeted only for necessary attributes. The amount of cleaning required will depend on the structure of the website and will vary by individual website (Appendix S1). For instance, a website may have a separate field for species names, while another may just have one free form text box where the user can write anything. Our experience with websites involving the wildlife trade is with the latter, which takes more time to clean. If collecting data manually, simultaneously cleaning data during collection is possible and likely desirable. For information about possible automated data cleaning methods, see Discussion. 

[bookmark: _Toc37077950]5.1 Resolving species names
Resolving the species name of a listing or post is one of the most important parts of data cleaning, and will vary depending on the website. Some pet stores and specialist classifieds websites explicitly state the scientific name while other sites may mention common names or trade names, which complicates species identifications. For all practical purposes, identifications down to the rank of species are needed for effective action on conservation, biosecurity, and crime (Rhyne et al. 2012). Therefore, we recommend identifying the taxa to the most specific taxonomic rank as possible. In some cases, pictures accompanying listings may aid in identification. However, in other cases, online traders may not provide enough information in the listing to identify to species, which is an unfortunate limitation of web data. 

If monitoring many species, we recommend relating the species/taxa name to a taxonomic database (e.g., GBIF 2020). Doing so will facilitate conformation to taxonomic names by avoiding synonyms (Gallagher et al. 2020). In addition, it will enable the researcher to easily look up upstream taxonomy (i.e., Family and Order; R package taxize: Chamberlain & Szocs 2013) for analysis. We provide code to gather upstream taxonomy when provided with a taxonomic ID (Appendix S6). 

Case study: trade of “exotic” vertebrate pets across three countries
We present a case study that follows the above recommendations. We sought to quantify and compare the trade of live vertebrate “exotic” (i.e., non-domesticated) pet animals occurring online in three majority English speaking countries: Australia, the United States, and the United Kingdom. Detailed methods for our case study can be found in Appendix S7. 
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From our case study, we retrieved 5,250 search results (URLs) and, using our inclusion criteria, were left with 304 candidate websites of which we selected 53 websites to collect data from. We chose 37 stores, 13 classifieds, 2 forums, and 1 adoption website (Appendix S8). Each website traded/sold one or more of our target taxa (vertebrates) as pets in one of our target locations: US, UK, or Australia.
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From all target websites, as of May 19, 2020, we have collected 559,625 unique listings (i.e., non-duplicated listings) with an estimated rate of around 714,000 unique listings per year (Appendix S9). On average, pet stores contained fewer total number of unique listings and a lower rate of new unique listings per week compared to classifieds and forums (Figure 4). The median number of unique listings per year for a store was c. 1,100 and for classifieds/forums was c. 11,000. Yet, the median value was not indicative of every store or classifieds/forums as there was variation within and overlap between their distributions. Still, classifieds/forums had a higher rate of new listings not observed by any store (rate of over > c. 10,000 total listings per year). 

Around half the stores (n = 16) and one classifieds website included the scientific name of the species being sold (Figure 5). The remaining 36 websites did not indicate the scientific name (21 stores, 12 classifieds, 2 forums, 1 adoption website). In total, a disproportionate number of listings did not contain the scientific name (95.0%), where an estimated c. 679,000 listings per year will not contain the scientific name. We estimated that it would take around 2.2 years for a single person full-time to manually clean the data (Appendix S10). 
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As more of the global human population shifts to using the Internet, and as ethical and disease concerns of physical markets arise (e.g. COVID-19; Mallapaty 2020), the online trade of wildlife is poised to increase. Thus, the Internet is and will continue to be an invaluable source of data (Lavorgna 2014). There are both advantages and disadvantages to using the Internet as a source of data on the wildlife trade. The main advantage is the ease of data gathering compared to physical market or store surveys, especially if using automated data collection techniques (i.e., web scrapers). Furthermore, using the Internet could potentially allow for a more complete picture of the trade both spatially and temporally than would normally be possible for researchers or organizations who have limited resources for physical store/market surveys. However, there are several caveats and disadvantages to relying on the Internet data of the wildlife trade. First, not all trade occurs nor is observable online (e.g., bushmeat trade; McNamara et al 2019). The degree to which trade occurs online will depend on: the type of trade (i.e., pet, derived products, food, etc.), the taxa, the country or culture in question (i.e., Internet use varies by country; Pew Research Center 2016), and possibly by target/consumer group. For instance, there may be some contexts where all trade occurs ‘on the ground’ and not over the Internet. In these contexts, the Internet will provide no useful information to researchers. To the best of our knowledge, there are no estimates of the ratio of physical versus online trade for any context. Another downside is that it is difficult, if not impossible, to verify the validity of online listings of wildlife (i.e., fake or scam versus genuine advertisements). This is one vital limitation of web data; wildlife traded online represents only the potential of trade. Supplementing data collected online with physical store and/or surveys is a more holistic approach that may be more impactful when considering applied outcomes (e.g., Rowley et al. 2016).

For this guide, we focused on the surface web: websites open to the public without a login or invitation. From our case study findings and other aforementioned research, wildlife trade occurring on the surface web is extremely abundant. However, not all Internet-related wildlife trade occurs on the surface web. Wildlife trade has also been documented in abundance on the deep web, such as in private social media groups (e.g., Facebook: Siriwat & Nijman 2018) and private text messaging apps (e.g., WhatsApp: Setiawan et al. 2019). Our methods of finding relevant websites and automated data collection apply to the deep web with some caveats. In particular, there are certain parts of the deep web that won’t appear in search engine results (i.e., private text messaging apps). Furthermore, an added difficulty to monitoring the deep web is that access will require some degree of infiltration to obtain a login or approval to join. In addition, collecting data from deep web sites may require additional ethical considerations, especially if collecting personally identifiable information (Sula 2016). The dark web remains elusive; there is a lack of evidence that wildlife is abundantly traded on the dark web (Roberts & Hernandez-Castro 2017), however, neither has the possibility been conclusively discounted, as not all dark web URLs have been (or can be) searched. Our method of finding relevant websites is not applicable for the dark web because dark web websites are not indexed by search engines. However, if dark web websites are identified by other means, e.g., expert consultation, automated data collection procedures would be similar to those presented in this guide (Cunliffe et al. 2019). 

We identified an enormous amount of data available on the live exotic pet trade occurring on the Internet. From 53 websites, we collected data at an estimated rate of over half a million unique listings per year, which is certainly in the realm of “big data” for wildlife research (Dobson et al. 2020). Importantly, we identified a key bottleneck from data collection to analysis – data cleaning, i.e., converting unstructured ‘messy’ raw data collected from websites to useful data for analysis. Most of the raw data collected from websites were not ready for analysis (only 5% of listings contained the scientific name), and therefore a person will need to manually ‘clean’ the data to extract information relevant to the analysis. We estimate, for our case, this would take one person working full time around 2 years to clean every listing we collected in one year. For the vast majority of researchers, this amount of time and/or human resources will not be available to them. One option if ‘too much’ data is collected would be to look at a random subset of the data and evaluate if the subset is representative of the data as a whole. One method to evaluate this is using species accumulation curves (Ugland et al. 2003); if this curve saturates, then potentially the random subset is representative of all the species in the entire dataset (e.g., Nelufule et al. 2020). Conversely, cleaning data may be manageable if the project aim is restricted to either a smaller set of species (or single species), a small number of target websites are chosen, or there is a short timeframe for data collection. Our results on the distribution in the rate of new listings for stores and classifieds (c. 1,000 vs c. 10,000 unique listings per year) can help researchers estimate the amount of resources needed to complete a project. 

Automated data cleaning of wildlife trade web data is not yet available, however, there is potential from computer science subfields, such as machine learning, to help with cleaning messy data (Lamda et al. 2019; Norouzzadeh et al. 2020). Tools relevant to wildlife trade websites are image classification and text classification (e.g., Deep learning and Natural Language Processing: Di Minin et al. 2018; Silge & Robinson 2020), which can potentially use images or text to identify certain attributes of a given listing, such as the species being traded. However, there is a paucity of applications of these tools/fields to web data of the wildlife trade specifically (Xu et al. 2019). Importantly, underlying all of these machine learning tools are training sets, which are a representative sample of listings that have been manually classified by a human for the machine learning algorithm to use (Lamda et al. 2019). The larger the training set, the more likely the machine learning model will perform better (Norouzzadeh et al. 2020). Therefore, there will always be the need for human data cleaning. One major barrier to successful implementation of automated data cleaning tools for wildlife trade data is the number of species involved in the trade, where research contexts can encompass hundreds to thousands of species (e.g., Humair et al. 2015). 

Despite the limitations of data collected from the Internet, there are vast opportunities to inform conservation, biosecurity, and law enforcement objectives. Current strategies of researchers using small-scale monitoring (i.e., one or few websites) should continue to provide insight into specific taxa/products contexts (Sung & Fong 2018). With the development of machine learning tools to clean messy web data, there will be the possibility of creating large-scale (i.e., for many websites) automated systems to detect illegal trade to help inform law enforcement and conservation efforts for the illegal trade. Likewise, early risk-screening and rapid response systems may be possible for invasive species (e.g., Marshall Meyers 2020; Suiter & Sferrazza 2007), especially for ‘exotic’ animals and ornamental plants whose online trade is commonplace (Lockwood et al. 2019; Lenda et al. 2014). Regardless of the ultimate application, our guide can serve as a primer and starting point to establishing research agendas related to wildlife trade occurring on the Internet. 
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[bookmark: _Toc37077966]Figure 1. 
Where wildlife trade occurs on the Internet. Within the Internet, there are three “layers” of where websites can exist: the surface web, the deep web, and the dark web. As wildlife trade moves to websites on the deep and dark web, it becomes increasingly obfuscated (denoted by darkening gray background), making it more difficult for researchers to find and monitor. The section of our guide related to ‘finding candidate websites’ is exclusive to the surface web, which includes websites that can be found through search engines. However, data collection techniques outlined in our guide can be applied to the surface, deep, and dark web. 
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Flowchart of our guide to using the Internet to monitor and quantify the wildlife trade. 


[image: ]
[bookmark: _Toc37077968]Figure 3.
Data collection and data storage procedure for websites trading wildlife. Websites have underlying HTML code that the web scrapers parse in order to extract relevant information, which can then be stored in a database or spreadsheet. This process can be repeated for different websites using different custom web scraper code (see Appendix S5 for more information). The frequency with which to collect data will depend on the nature of the website, including how often the website is updated. Most pet store websites aren’t updated daily and therefore collecting data weekly or fortnightly can be appropriate. For popular classifieds and social media groups, data collection will likely be daily or every two to three days. Some classified websites make listings ‘inaccessible’ once the seller finds a buyer. Therefore, for these types of websites, it’s important to collect data more frequently in order to capture listings before they are removed. Conversely, most forums keep an archive of all posts and don’t remove old posts, therefore it’s less essential that daily data collection occurs. If data collection is to occur frequently, we recommend using automated data collection because manual data collection is more time consuming. However, there is an obvious trade-off between the resources invested in creating web scrapers and the quantity of data that will be collected. Chameleon photo credits: Chris Kade.
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[bookmark: _Toc37077969]Figure 4.
The number of new unique listings per week (observed) and per year (estimated: Appendix S9) by type of website (n = 15 for classifieds/forums and n = 37 for stores). Note the y axis is on a log10 scale. One adoption website was excluded. 
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[bookmark: _Toc37077970]Figure 5.
The number of (a) websites that specify the scientific name of species being traded (n = 37 for stores, n = 13 for classifieds, n = 2 for forums, and n = 1 for adoption websites) for target websites in our case study. (b) The annual number of unique listings with and without a scientific named (estimated: Appendix S9) by website type. 
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