
Modeling evolutionary rescue

Hildegard Uecker∗ (ORCiD: 0000-0001-9435-2813), Research Group Stochastic Evolutionary Dynamics, Department
of Theoretical Biology, Max Planck Institute for Evolutionary Biology, Plön, Germany
Matthew M. Osmond∗ (ORCiD: 0000-0001-6170-8182), Department of Ecology and Evolutionary Biology, University
of Toronto, Toronto, Canada
Carla Alejandre (ORCiD: 0000-0003-2141-618X), Centro de Astrobiología (CAB), CSIC-INTA, Carretera de Ajalvir km
4, Torrejón de Ardoz, 28850, Madrid, Spain
Ernesto Berríos-Caro (ORCiD: 0000-0002-2080-1273), Center for Advanced Biotechnology and Medicine, Rutgers Uni-
versity, Piscataway, NJ 08854 & Stochastic Evolutionary Dynamics Group, Max Planck Institute for Evolutionary
Biology, Plön, Germany & Evolutionary Ecology and Genetics, Christian-Albrechts-University of Kiel, Kiel, Germany
Dale T. Clement (ORCiD: 0000-0001-7327-3323), Department of Biology, Wake Forest University, 834 Wake Forest
Rd., Winston Salem, NC 27109 & School of Biological Sciences, Washington State University, Pullman, WA 99164
Peter Czuppon (ORCiD: 0000-0003-1462-7237), Aix Marseille Univ, CNRS, I2M, Marseille, France & Institute for
Evolution and Biodiversity, University of Münster, Münster, Germany
Léonard Dekens, Theoretical Biology Lab, The Francis Crick Institute, London NW1 1AT, United Kingdom
Puneeth Deraje, (ORCiD: 0000-0001-6948-7089) Department of Ecology and Evolutionary Biology, University of
Toronto, Ontario, Canada
Jeremy A. Draghi, Dept. of Biological Sciences, 4001 Derring Hall, Virginia Tech, Blacksburg, VA, 24060 USA
Asad Hasan, Department of Zoology, University of British Columbia, BC V6T 1Z4, Canada
Robert D. Holt (ORCiD: 0000-0002-6685-547X), Department of Biology, The University of Florida, Gainesville, Florida,
USA 32611
Teemu Kuosmanen (ORCiD: 0000-0002-8724-5048), Department of Computer Science, Organismal and Evolutionary
Biology Research Programme, University of Helsinki, Helsinki, Finland
Alexander Longcamp, Department of Biological Sciences, Mississippi State University, Mississippi State, MS 39762,
USA
Loïc Marrec (ORCiD: 0000-0003-0941-6603), Département de Biologie Computationnelle, Université de Lausanne,
Lausanne, Switzerland & Swiss Institute of Bioinformatics, Lausanne, Switzerland
Guillaume Martin, ISEM, Université de Montpellier, CNRS, IRD, Montpellier, France
Christin Nyhoegen (ORCiD: 0000-0002-8447-040X), Freie Universität Berlin, Institute of Pharmacy, Department of
Clinical Pharmacy and Biochemistry, Berlin, Germany
Maria E. Orive (ORCiD: 0000-0003-4825-0554), Department of Ecology & Evolutionary Biology, University of Kansas,
1200 Sunnyside Ave., Lawrence, KS 66045 USA
Vrinda Ravi Kumar (ORCiD: 0000-0001-6054-2694), Biology Centre, Czech Academy of Sciences, Branišovská, České
Budějovice, Czech Republic 370 05
Ophélie Ronce, ISEM, Univ Montpellier, CNRS, IRD, Montpellier, France
Remus Stana, UT Southwestern Medical Center, Dallas, 5323 Harry Hines Blvd., Dallas, Texas 75390
Lindi M. Wahl (ORCiD: 0000-0003-1163-0940), Mathematics, Western University, London, N6A 5B7, Canada
Masato Yamamichi (ORCiD: 0000-0003-2136-3399), Center for Frontier Research, National Institute of Genetics, 1111
Yata, Mishima, Shizuoka 411-8540, Japan

∗ These two authors contributed equally. We had to pick an order.

Co-corresponding authors: uecker@evolbio.mpg.de, mm.osmond@utoronto.ca

All authors except for the two co-first authors are listed alphabetically.

Abstract

A population that avoids extinction by adapting to environmental change is said to be rescued by
evolution. Evolutionary rescue is of fundamental interest in ecology and evolution and of great relevance
in conservation, where rescue of endangered species is wanted, and in medicine and agriculture, where
rescue (resistance evolution) of pathogens, cancers, and pests is unwanted. Theory plays a key role in
understanding and predicting the dynamics and likelihood of rescue. Here, we provide a comprehensive
resource on the state-of-the-art of modeling in evolutionary rescue research, including an overview of the
current connection between theory and data. The accumulating body of theory includes a large number
of complexities, giving us specific insights and shaping our perspective on when rescue is likely. Many
of the themes dealt with in general models of evolutionary rescue also appear in the contexts of drug
and pesticide resistance, calling for more synergistic interaction. Theoretical and experimental results
are broadly consistent. Close ties are still rare but successful examples demonstrate the power of theory.
Both simple and complex models are actively used to predict and manage rescue in nature, medicine, and
agriculture but challenges remain in connecting what we can measure to what we can model.
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1 Introduction

Environmental change can make populations so maladapted they risk extinction. This can be avoided by
sufficiently rapid evolution, which is called “evolutionary rescue”. The term was coined by Gomulkiewicz
and Holt (1995), who used mathematical models to crystallize the underlying logic for rescue following
an abrupt environmental change (see Box 1 for one of the author’s personal story leading to this paper).
Such a scenario causes a population to decline, sparking a race between this population decline and
adaptive evolution. Rescue occurs when evolution wins the race, leading to population recovery and a
U-shaped ‘rescue curve’ of population size over time (Figure 1a). Evolution can also rescue populations
in gradually changing environments. Here, it takes evolution all the running it can do to keep in the same
place (cf. Carroll, 1872): sufficiently rapid evolution permits the population to track the environment
and persist (Figure 1b).

When rescue occurs is of fundamental importance in ecology and evolution. In many scenarios of rescue,
ecological and evolutionary processes occur on comparable time scales and interact. Evolutionary rescue,
and its absence, shape key ecological attributes, such as the fundamental niche and geographic ranges.
Conversely, the ecological dynamics that occur in scenarios of rescue can impact evolution, for example
affecting the genetic basis of adaptation (Osmond et al., 2020) and selection on key evolutionary
parameters, like mutation rates (Gifford et al., 2023).

Evolutionary rescue has great applied relevance. It has attracted attention for more than a century
in the context of drug resistance (e.g. Ehrlich, 1907; Bradlow, 1920), where rescue of the pathogen
is unwanted (see Alexander Fleming’s Nobel lecture, Fleming, 2025). The problem of drug resistance
arises for a broad range of pathogens and parasites (bacteria, viruses, fungi, malaria, helminths, etc.)
as well as in cancer chemotherapy, directly causing millions of deaths annually (e.g. Murray et al.,
2022). Similarly, millions of deaths result from the evolution of pesticide resistance in disease vectors
(Ranson and Lissenden, 2016). In agricultural pests, yield losses due to resistant pests cause high
economic costs (Varah et al., 2020) and threaten global food security (Hicks et al., 2018). Evolution
can also allow pathogens to escape from vaccine-induced or natural immunity and adapt to novel hosts
after spillover, leading to emergence. In the future, evolution may allow disease vectors and pests to
become resistant to gene-drive-based control strategies. In contrast to medicine and agriculture, in
conservation we desire population persistence. Rescue is especially relevant in the context of climate
change, which is irreversible on the timescale over which the fate of a population is decided. Relative
to background levels prior to human impacts, current rates of extinction are 1000 times higher (Pimm
et al., 2014; De Vos et al., 2015). Challenges thus appear in medicine, public health, and agriculture
because evolutionary rescue is too likely and in conservation biology because it seems too unlikely to
occur.

To be able to sway those likelihoods, it is important to understand which factors influence the probability
of rescue, so as to prevent or foster it. For example, in medicine, which drug regimen best eradicates
pathogens without selecting for resistance? A long-standing idea is to administer multiple drugs instead
of just one (Ehrlich, 1911), which creates a larger evolutionary barrier to resistance. This has proven
successful in the treatment of HIV, tuberculosis, and malaria (Medical Research Council, 1950; Fox
et al., 1999; Goldberg et al., 2012; WHO, 2024). Despite the conceptual simplicity and compelling
logic of the idea and some empirical support, it is, however, not clear whether combination therapy is
always superior to mono-therapy and which of the myriad ways of administering multiple drugs is best
(e.g. Siedentop et al., 2024). Meanwhile, a major goal in conservation is to preserve and even increase
genetic variation that is adaptive in future environments so as to avoid extinction. An emblematic
example are coral reefs, which are key for marine biodiversity and heavily affected by climate change.
Evolution-informed establishment of marine protected areas is predicted to increase the chances of
successful adaptation (see Box 2).

Evolutionary rescue inherently entails both a race and an interaction between evolution and demography.
This entangled race can entail complex dynamics that can be difficult to predict, even qualitatively.
For example, a stronger stress implies a faster initial demographic decline, reducing the time a rescue
mutant has to appear, but facilitating its subsequent spread via competitive release (Uecker et al., 2014;
Day and Read, 2016); it is thus unclear when a stronger stress will increase or decrease the probability
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Figure 1: Common models of evolutionary rescue. (a) For an abrupt environmental change, we simulate
a stochastic branching process in continuous time with a hard carrying capacity. The wild type (black)
declines roughly exponentially while producing potential rescue mutants (gray). Rescue occurs, produc-
ing a U-shaped trajectory of total population size (blue), if a rescue mutant appears and establishes;
otherwise, the population goes extinct (red). (b) For a gradual environmental change, we numerically
iterate recursion equations describing the expected population mean trait and population size with a
linear change in the optimum and a ceiling carrying capacity (see Eqs. 2, 3, 7, 13, and 14 in Bürger
and Lynch, 1995). Populations that lag too far behind the optimum go extinct (red); otherwise, the
population size remains constant (blue).
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of rescue (Alexander et al., 2014). To determine the outcome, one must quantify demographic and
evolutionary rates, as well as their interaction. For this, mathematical modeling is essential.

In light of the relevance of mathematical modeling in evolutionary rescue, and the increasing urgency of
the issue, a synthesis of the state of the field is timely. Just when evolutionary rescue was becoming an
emerging research focus (Gonzalez et al., 2013), the existing eco-evolutionary literature, covering both
empirical and theoretical work, was reviewed by Carlson et al. (2014) and by Bell (2017). Two specific
aspects of the theory were also reviewed at this time: the similarities between models for medicine
and conservation (Alexander et al., 2014) and the rapid evolution of quantitative traits in gradually
changing environments (Kopp and Matuszewski, 2014). Since then, the topic of evolutionary rescue
has exploded with only a brief recent review within the broader topic of limits to adaptation (Chevin
and Bridle, 2025). We here provide a general review of rescue theory, from classical models to the
rapidly expanding number of recent advances, and discuss connections between theory and data. Our
article is intended to be a resource, structured in several parts. Section 2 introduces two classical
modeling approaches – quantitative and population genetics models of rescue – and summarizes their
main predictions. In section 3 we call attention to two bodies of literature that include models of
evolutionary rescue but have developed independent of the term: theory on Luria-Delbrück experiments
and on evolutionary escape of pathogens from drugs, pesticides, and other severe stress. In section 4,
we provide a review of the literature, structured by eleven key topics, followed by section 5, where we
review application-driven models in conservation and resistance evolution. We highlight connections of
theory with empirical systems in Section 6. We end with a discussion of some subtleties in the precise
definition of evolutionary rescue in section 7.

2 Fundamental models of rescue

Evolutionary rescue has been modeled within the frameworks of both quantitative and population
genetics. We start by outlining the fundamental models for each.

2.1 Quantitative genetics models of rescue

Quantitative genetics models assume a continuous distribution of phenotypes in a population. When
fitness is a Gaussian function of an individual’s phenotype, the distribution of phenotypes in a population
remains normal from one generation to the next and the expected change in the mean phenotype is the
product of additive genetic variance and the selection gradient (Lande, 1976). Assuming a constant
genetic variance, the mean phenotype across replicates is itself normally distributed, and we can track
this full distribution through time (Lande, 1976).

This framework has traditionally been used to model rescue from both an abrupt and gradual environ-
mental change (Box 3). With an abrupt change (i.e., a step-wise shift in the optimum phenotype),
if we treat both evolution and demography deterministically, we can solve for the trajectory of pop-
ulation size, quantifying extinction risk by the time it is below a given threshold (Gomulkiewicz and
Holt, 1995). With a gradual change, where the optimum phenotype increases linearly (known as the
“moving-optimum model”), the expected mean phenotype reaches a steady-state lag behind the opti-
mum (Lynch et al., 1991; Lynch and Lande, 1993; Bürger and Lynch, 1995, recast in terms of thermal
performance curves by Huey and Kingsolver, 1993). Populations are predicted to persist in the long run
if and only if expected mean fitness at the steady-state lag is above replacement (Figure 1b), which
gives a critical rate of environmental change beyond which populations cannot survive. Key quantities
in these models are genetic variance and the strength of selection, which speed up evolution but also
increase demographic costs (reviewed in Alexander et al., 2014).

2.2 Population genetics models of rescue

Population genetics models of evolutionary rescue assume a discrete set of genotypes and an explicit
genetic architecture with feedbacks between allele frequency shifts and population dynamics. As with
the quantitative genetics framework, these models can be used to study rescue under all types of
environmental change, e.g., the quantitative genetics model with a gradual change in Bürger and Lynch
(1995) is accompanied by simulations with explicit genetics. The simplest models consider an abrupt
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change and just two genotypes: a “wild type” and a “rescue mutant” (Gomulkiewicz and Holt, 1995;
Holt and Gomulkiewicz, 1997; Bell and Collins, 2008; Orr and Unckless, 2008). After the environmental
change, the wild type has a negative per-capita growth rate, −r < 0, and declines to extinction. The
rescue mutant, by contrast, has a positive per-capita growth rate, −r + s > 0, and therefore has a
chance to grow to large numbers (Figure 1a).

Rescue contingent on one locus with two alleles is deterministically described by two equations. The
first one describes the change in the total population size dN

dt = m̄(q)N , where m̄(q) is the mean fitness
averaged over the two genotypes (three in a diploid model, see Gomulkiewicz and Holt, 1995), which
have frequencies p(t) (rescue allele) and q(t) = 1 − p(t) (wild-type allele). The second one describes
the evolutionary dynamics, dp

dt = sp(1− p) (assuming here a haploid model). Deterministic models of
rescue are, for example, applied to determine the time that the population size is dangerously small
(Gomulkiewicz and Holt, 1995).

Unlike deterministic models, models that account for stochasticity at least in the rescue mutant dynamics
make it possible to explicitly determine the probability of evolutionary rescue vs. population extinction
(Holt and Gomulkiewicz, 1997; Orr and Unckless, 2008). If stochastic establishment of rare rescue
mutants is independent of their time of appearance, the probability of evolutionary rescue can be
expressed as Prescue = 1 − exp (−λpest), where λ is the sum of the number of rescue mutants in the
standing genetic variation or appearing de novo during decline of the wild-type population and pest is
the stochastic establishment probability of a single rescue mutant (see Box 4).

2.3 Common predictions

At first glance, the fundamental quantitative and population genetics models seem quite disparate.
However, while there are some qualitative differences in their underlying dynamics (Box 5), they agree
in a number of key predictions.

Rescue is generally more likely for populations that are large at the onset of stress. For both quantitative
and population genetics models with a sudden environmental change, larger initial population sizes make
the population larger at all times (Eq. B5.1, Box 5), reducing the time spent at high risk of extinction
(see figures 5B and 6B in Gomulkiewicz and Holt, 1995). Furthermore, while additive genetic variance is
often just a parameter in quantitative genetics models (as assumed in the previous section), it generally
increases with population size (see equations 14 and 15 in Bürger and Lynch, 1995), usually facilitating
adaptation in both abruptly and gradually changing environments (see below for a caveat). Similarly, in
population genetics models of an abrupt change, a larger initial population size implies a larger number
of rescue mutants in the standing genetic variation and arising de novo during the wild type’s decline
(see Box 4, and both equation 3 and the unnumbered equation for Pold in Orr and Unckless, 2008).

The fundamental models also suggest that rescue is more likely when the environmental change is
smaller or slower. In deterministic quantitative and population genetics models with an abrupt change,
a smaller environmental change equates to a slower initial population decline, which leads to a higher
population size (Eq. B5.1, Box 5) and thus a shorter time at risk (see figure 5A and 6A in Gomulkiewicz
and Holt, 1995). In stochastic population genetics models, a more rapid elimination of the wild type,
caused by a larger environmental change, leads to fewer rescue mutations (see Box 4 and equation 3 in
Orr and Unckless, 2008). With a moving optimum, the population only survives below a critical speed
of environmental change (see equation 10 in Bürger and Lynch, 1995).

In both frameworks, greater genetic variation at the onset of stress, q0 · (1− q0) and σ2
g , speeds up the

evolutionary dynamics (Eq. B5.2, Box 5), which in principle aids rescue. However, for both approaches,
there is a caveat. In population genetics, both the population size at any point in time (Eq. B5.1a,
Box 5) and the probability of evolutionary rescue (Box 4) increase with the initial frequency of the
rescue allele 1 − q0, implying that a greater variance only aids rescue as long as q0 < 1/2 (which
usually applies to rescue scenarios). In quantitative genetics, while the mean population growth rate
r̄(d) increases more quickly over time if σ2

g is large (Eq. B5.2b, Box 5), a large genetic variance has
on the other hand a direct negative effect on r̄(d) through the variance load, σ2

z/(2ω
2) (Eq. B5.1b,

Box 5).
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Finally, the rescue probability also increases with the maximum possible growth rate of the population.
In both quantitative and population genetics models, a larger maximum growth rate increases mean
fitness and thus population size at any given time under an abrupt change (see Eq. B5.1 and Fig. B5.1
in Box 5, and equations 6 and 10 in Gomulkiewicz and Holt, 1995). A larger maximum growth rate
also permits a higher critical rate of change in quantitative genetics models for gradual change (see
equation 10 in Bürger and Lynch, 1995). In stochastic population genetics models, it increases the
establishment probability, pest (see the approximation below equation 1 in Orr and Unckless, 2008).

There are parallels between these fundamental models of rescue and source-sink-theory, which we discuss
in Box 6.

3 Foundational rescue theory by other names

The term evolutionary rescue, and most references in the previous section, come from the intersection
of evolution and ecology in the 1990s. However, before the term was coined, models of evolutionary
rescue have been developed long before in other contexts.

3.1 Luria-Delbrück theory

The Luria-Delbrück experiment – one of the most important experiments in the history of evolutionary
biology (Lovett and Sass, 2025) – was designed to determine whether or not mutations occur indepen-
dently of stress (Luria and Delbrück, 1943). It is still used to estimate mutation rates (Krašovec et al.,
2019). In Luria-Delbrück experiments (a.k.a. fluctuation assays), a large number of bacterial popu-
lations are each initiated with a few clones and allowed to grow exponentially before being subjected
to a lethal stress on separate Petri dishes; the resistant colonies that form on each plate are counted.
While performed for a different purpose, Luria-Delbrück experiments are essentially evolutionary rescue
experiments – the probability of rescue is simply the fraction of plates with colony growth.

Right from the start, the experiment has been accompanied by theoretical predictions (which were
essential to answer the original question), and soon analytical results for the full distribution of mutants
in a culture were derived (Lea and Coulson, 1949). Theory has since greatly extended to mitigate various
limiting approximations of the early models and improve empirical estimation methods (see Cheek and
Antal 2018 for a rigorous stochastic treatment of the basic model and Zheng 1999 for a historical review).
A full review of this active field is beyond the scope of the present paper. A few more recent – somewhat
subjectively picked – key generalizations are the extension to arbitrary density-dependent or time-varying
birth rates (Houchmandzadeh, 2015), the incorporation of cell death, distinct birth and death rates for
each type, and non-exponential lifetime distributions (Mazoyer, 2017), and the possibility of multiple
mutations along the genome (Cheek and Antal, 2018). The Luria-Delbrück approach has also been
adapted to consider plasmid transfer rates instead of mutation rates (Kosterlitz et al., 2022). There
are also numerical methods tailored for specific applications, including the estimation of mutation rates
towards resistance before and during drug treatment in heterogeneous cancer cell populations (Russo
et al., 2022). This rich stochastic and statistical machinery can be viewed as rescue theory. In fact, the
probability of seeing any colony counts takes the same functional form as the probability of rescue in
classic population genetics models (Box 4). For example, one minus equation 5 in (Luria and Delbrück,
1943) is the probability of rescue from standing genetic variation assuming the establishment probability
of a rescue mutation is one. One key difference between Luria-Delbrück theory and many population
genetics models is that the latter often assume mutation-selection(-drift) balance prior to the onset of
stress (e.g., Orr and Unckless, 2008) while Luria-Delbrück theory does not. The build-up of standing
genetic variation during population growth pre-stress – usually not reaching an evolutionary equilibrium
– not only reflects the biological reality of the Luria-Delbrück experiment (and presumably many rescue
experiments), but is likely also characteristic of many real-life rescue scenarios, such as the spread of
resistance mutations during growth of a cancer (modeled e.g., by Coldman and Goldie, 1983). Another
difference is that Luria-Delbrück theory typically ignores de novo mutation after plating.
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3.2 Drug and pesticide resistance and other instances of evolutionary escape
of pathogens from severe stress

The evolution of resistance to drugs and pesticides has been extensively modeled for decades, producing
a large body of theory on resistance evolution in many organisms in both medicine and agriculture.
Many models of resistance evolution are clearly models of evolutionary rescue (e.g., Goldie et al., 1982;
Birkhead et al., 1987; Ribeiro and Bonhoeffer, 2000; Alexander and Bonhoeffer, 2012; Nyhoegen et al.,
2024) though the term itself may be lacking. Indeed, some models that place themselves into the
resistance literature are generally applicable rescue models (e.g., Iwasa et al., 2003, 2004; Madgwick
et al., 2024). Others are not models of evolutionary rescue sensu stricto. This applies, for example,
to many models of pesticide resistance evolution, since eradication of the pest is mostly not possible:
not all of a landscape is sprayed with herbicides, not all leaf area can be reached by fungicides, and
insects continuously disperse into the field (Roux and Reboud, 2007; Mikaberidze et al., 2014, 2017;
Helps et al., 2017, 2020). Similarly, between-host models of drug resistance are often not strictly rescue
models, e.g., because new patients keep entering the hospital (Bonhoeffer et al., 1997a; Bergstrom
et al., 2004), creating a source-sink situation (Box 6). Conversely, in self-limiting diseases the pathogen
population goes extinct even if it evolves resistance – just later (Austin and Anderson, 1999; Day and
Read, 2016) (but see the discussion in section 7.3). For many scientific questions, the distinction
between a rescue and a non-rescue resistance model is an academic one. A counter example is the
so-called high-dose-refuge strategy in which continuous maintenance of a sensitive wild-type population
is explicitly part of the resistance management strategy and the size of the wild-type population – which
can be manipulated – matters (Comins, 1977; Taylor and Georghiou, 1979; Takahashi et al., 2017).
Here and in sections 5.2 and 6.2.1, we discuss resistance models without restricting ourselves to ‘true
rescue models’ but leave out population genetics models that do not consider any demography such as
some classic models of insecticide resistance evolution (e.g. MacDonald, 1959; Curtis, 1985).

The overwhelming majority of resistance models consider a discrete set of genotypes, either tracking
the agent itself (e.g., bacterial cells) or infected entities (e.g., infected leaf tissue); quantitative ge-
netics models are rare (but see for example Bukkuri et al. 2023b and Taylor and Cunniffe 2023a for
quantitative genetics models of resistance in cancer and fungal plant pathogens, respectively). Per-
haps unsurprisingly, the fundamental deterministic population genetics model of rescue introduced in
section 2.2 has long appeared in the context of resistance evolution. For example, the model of an
exponentially decreasing wild-type population (drug sensitive) and an exponentially increasing mutant
population (drug resistance) can be found as an explanation for the observed decline and relapse of
cancer during treatment in Hokanson et al. (1977) and for experimental results on bacterial dynamics
exposed to antibiotics in Li et al. (1994). The joint tracking of population size and allele frequency in a
diploid population, as performed by Gomulkiewicz and Holt (1995) and outlined in section 2.2, appears,
for instance, in the specific context of insecticide resistance (with a lethal wild-type homozygote and
immigration) in Taylor and Georghiou (1979). It is perhaps more surprising that the semi-stochastic
approach presented in Box 4 had already been developed and applied in a little cited article by Nissen-
Meyer (1966) to calculate the evolution of antibiotic resistance during treatment, allowing for a more
complex decay dynamics of the wild type than just exponential decay. Other early studies derive the
same functional form for the resistance probability as in Box 4 (i.e., Pres = 1 − exp(. . . )), albeit not
accounting for possible stochastic loss of resistant types, i.e., assuming pest = 1 (Goldie and Coldman,
1979; Lipsitch and Levin, 1997). This especially holds for one of the earliest cancer resistance models
(Goldie and Coldman, 1979), which determines the number of resistant mutants in an exponentially
growing cancer cell population prior to treatment (see also section 3.1 and the review by Altrock et al.
2015). Nevertheless, the potential stochastic loss of resistant mutants has not only been modeled by
Nissen-Meyer (1966) but also in other early models such as by Goldie and Coldman (1983) and has been
taken into account throughout time sparsely yet recurrently and increasingly often both in stochastic
simulations (e.g. Ribeiro and Bonhoeffer, 2000) or analytical models, which are often based on branch-
ing process theory (e.g., Iwasa et al., 2003, 2004; Alexander and Bonhoeffer, 2012; Mikaberidze et al.,
2017; Gunnarsson et al., 2020; Czuppon et al., 2023; Nyhoegen et al., 2024).

Apart from models of drug resistance, rescue-like scenarios have also long been modeled in the context
of adaptation of pathogens to new hosts (see e.g. Antia et al., 2003; Gandon et al., 2013; Elie et al.,
2022) as well as in the context of evolutionary escape from vaccine-induced immunity (e.g. McLean,
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1995; Restif and Grenfell, 2007; McLeod et al., 2021; Geoffroy et al., 2022; Gandon et al., 2025) or
from the natural immune response to cancer (Michelson, 1986) and to viral (and other) infections (e.g.
Nowak et al., 1995; Althaus and De Boer, 2008; Fryer et al., 2010; Luo et al., 2012; Nagaraja et al.,
2016), including early fully stochastic approaches (Michelson, 1986). For similar reasons as above, many
of these models are not strictly rescue models. Last, it should be noted that in this latter literature, as
well as sometimes in models of drug resistance (Iwasa et al., 2003) and even in more general models
(Iwasa et al., 2004; Serra and Haccou, 2007), the common terminology is “evolutionary escape” or
“evasion” rather than “evolutionary rescue” and one may thus find rescue models under these terms.

4 Developments in modeling evolutionary rescue

To review the developments of rescue theory we searched for articles on Web of Science up until May
2025 with the phrase: “evolutionary rescue” AND “model*”. We then manually filtered these papers,
leaving 156 that we cite in this paper. We complement this literature search with many other relevant
articles. Fig. 2 gives a visual summary of 226 articles analyzing rescue models that we review in
sections 4 and 5: we see a sharp rise in the number of rescue models over time (panel a) and a citation
network analysis detected eight main clusters (panel b).

In this section, we review progress in understanding the influence of key features of the organism, the
population, and the environment on evolutionary rescue. We review progress made in application-driven
research on evolutionary rescue separately in section 5.

4.1 Genetic architecture

Early models of evolutionary rescue focus on two limiting cases of genetic architecture (see section 2).
At one end of the spectrum, population genetics models assume fitness is determined by one locus with
two alleles, treating diploids deterministically (Gomulkiewicz and Holt, 1995) or haploids stochastically
(Holt and Gomulkiewicz, 1997; Orr and Unckless, 2008). At the other extreme, quantitative genetics
models assume fitness is determined by a continuous character. The rate of evolution of the mean
trait is determined by the additive genetic variance (Lande, 1976), which depends on the underlying
genetic architecture. In the earliest models genetic variance is simply a parameter (Pease et al., 1989;
Gomulkiewicz and Holt, 1995). This was extended for gradual environmental changes by deriving the
equilibrium genetic variance given a finite number of freely-recombining loci (Lynch and Lande, 1993;
Bürger and Lynch, 1995), and later for fully-linked loci in sexuals and asexuals (Bürger, 1999). The
effect of genetic covariance between multiple traits on rescue, with either a gradual or abrupt change,
was examined by Gomulkiewicz and Houle (2009). For abrupt changes, models with n arbitrarily-
linked loci and evolving genetic variance have been numerically iterated and stochastically simulated
(Gomulkiewicz et al., 2010).

More recently, the stochastic one-locus two-allele haploid model has been extended analytically to
incorporate more alleles (Anciaux et al., 2018; Wahl and Campos, 2023), diploidy (Glémin and Ronfort,
2013; Uecker, 2017; Unckless and Orr, 2020), multiple non-recombining loci (Martin et al., 2013;
Osmond et al., 2020; Khatri and Burt, 2022; Alejandre et al., 2024; Freitas and Campos, 2024a,b),
and two loci with recombination (Uecker and Hermisson, 2016; Xu, 2023a). This framework has also
been developed further to adaptation on plasmids, allowing for horizontal gene transfer (Tazzyman and
Bonhoeffer, 2014; Geoffroy and Uecker, 2023) and multiple plasmid copies (Santer and Uecker, 2020;
Dewan and Uecker, 2025). A population genetics approach to the moving optimum problem (Kopp
and Hermisson, 2007, 2009a,b), originally used to examine the genetic basis of adaptation at rates
of change that do not cause population size declines, has since been expanded to examine the effect
of pleiotropy (Matuszewski et al., 2014) on the genetic basis of adaptation and the critical rate of
environmental change. The quantitative genetics approach has been extended to examine the effect of
feedbacks between heritability and population size (Barfield and Holt, 2016) and allow for sex-specific
genetic variance (Hangartner et al., 2022). There is also an accumulating number of simulation studies
exploring how the number of loci and/or the linkage between them affects rescue (Schiffers et al., 2013;
Bourne et al., 2014; Bay et al., 2017; Leidinger et al., 2021; Kardos and Luikart, 2021; Jensen et al.,
2022) and its downstream effects on speciation (Yamaguchi et al., 2022).
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mostly population genetics

mostly moving optima and stage-structure
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mostly plasticity and
environmental stochasticity

mostly pesticide
resistance
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a Cumulative number of publications over time

Figure 2: (a) Cumulative number and (b) citation network of papers reviewed in sections 4 and 5.
Directed edges point from a paper to the ones it cites. The size of a node is proportional to its degree.
The network was partitioned into communities by maximizing the so-called modularity coefficient with
the Louvain method; the modularity coefficient quantifies the degree to which the edges fall within
communities rather than at random (see Supplementary File S1, section S1 for details). We assigned
labels to the communities to give a rough sense of the papers they contain (see Supplementary File S2
for the list of papers in each community). Papers that do not analyze a rescue model or that we could
not find on Web of Science are excluded (see File S1, section S1 for details). A series of versions of
Figure 2, where each highlights the nodes belonging to a specific subsection in section 4 or 5, can be
found in File S2.
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The emerging consensus is that there is no easy rule to determine which genetic architecture favours
evolutionary rescue. More genetic variance is generally helpful (see section 2.3) but the best architecture
will depend on many interacting factors, such as epistasis, dominance, and rates of sex and selfing. At
first glance it may appear that there is a large gap in genetic architecture between one-locus and
quantitative genetics models. However, the quantitative genetics approach may remain accurate to
fairly small numbers of loci (e.g., n = 50 in Bürger and Lynch (1995)). More work on multi-locus
models, with variable effect sizes, recombination, epistasis, etc., will help clarify the size of the gap and
potentially bridge the population and quantitative genetics approaches. For example, Anciaux et al.
(2019) show how increasing the mutation rate in Fisher’s geometric model of adaptation provides a
continuum between a one-locus (Anciaux et al., 2018) and a quantitative genetics model of evolutionary
rescue after an abrupt change. A similar continuum arises in moving optimum models; Kopp et al. (2018)
show how an adaptive walk of successive substitutions Kopp and Hermisson (2009b); Matuszewski et al.
(2014) converges to the continuous process (Ornstein-Uhlenbeck) observed in quantitative genetics
models (Lynch and Lande, 1993; Bürger and Lynch, 1995) as the mutation rate increases.

4.2 Standing genetic variation and de novo mutation

As outlined in section 2, early models concluded that rescue is generally more likely at higher levels of
standing genetic variation and at higher mutation rates. The broad prediction that rescue is more likely
for populations with higher genetic variation has remained robust across a number of more complex
models (Walters and Berger, 2019; Tanaka and Wahl, 2022; Wahl and Tanaka, 2022; Nordstrom et al.,
2023). Similarly, the expectation that rescue probability increases with mutation rate has also proven
robust in recent modeling efforts (Orr and Unckless, 2014; Greenspoon and Mideo, 2017; Anciaux et al.,
2019; Tanaka and Wahl, 2022; Garnier et al., 2023), although this effect is predicted to break down at
(very) high mutation rates if the latter are accompanied by high rates of deleterious mutations (Anciaux
et al., 2019; Hinsch et al., 2024) or, for stress-induced mutagenesis, correlated with rapid decline of
the wild-type population (Kuosmanen et al., 2021). Models that combine standing variance and new
mutation can compare their contributions to rescue to see when one or the other is more important (Orr
and Unckless, 2014; Azevedo and Olofsson, 2021; Czuppon et al., 2021), although the distinction can
become ambiguous if more than one mutation is needed for rescue (Uecker and Hermisson, 2016). One
can also compare the relative contributions of standing genetic variance and new mutation to adaptation
in the moving optimum model (Matuszewski et al., 2015). Higher levels of standing genetic variation
and higher mutation rates also increase the probability that more than one lineage may contribute to
evolutionary rescue, a situation described as a “soft sweep” (Wilson et al., 2017; Osmond and Coop,
2020; Muralidhar and Veller, 2022). Another origin of rescue mutants beyond standing genetic variation
or de novo appearance is introgression from another population, which has been studied by Baskett
and Gomulkiewicz (2011).

A limitation of current theory is that, to date, most models of evolutionary rescue determine the standing
genetic variation by mutation-selection(-drift) balance at demographic equilibrium or in an exponentially
growing population (Alexander et al., 2014). Yet, both the amount and the type of pre-existing rescue
variants will depend on the demographic and evolutionary history of the population, which remains
understudied theoretically (but see Greenspoon and Mideo, 2017; Tanaka and Wahl, 2022).

4.3 Non-genetic influences on phenotype

Individuals with the same genotype may exhibit different phenotypes, and hence fitness, due to non-
genetic factors, which will therefore influence rescue (Feiner et al., 2021). Early work incorporating non-
genetic factors in evolutionary rescue focused on phenotypic plasticity, specifically within-generational
plasticity as a linear reaction norm (i.e., phenotype is a linear function of environment, the slope
representing the degree of plasticity, Chevin and Lande, 2010; Chevin et al., 2010). The key insight
from this work is that adaptive plasticity, and its evolution, reduces extinction risk unless the cost of
plasticity is too high (reviewed in Kopp and Matuszewski, 2014; Chevin and Bridle, 2025).

Work on within-generational plasticity has been extended to understand its interactions with environ-
mental stochasticity (Ashander et al., 2016), the type of deterministic environmental change (Scheiner
et al., 2017), or both (Scheiner et al., 2020). There have also been efforts to incorporate complexities
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such as differences in plasticity between different groups of individuals within a population (Marshall
et al., 2016; Hangartner et al., 2022), plasticity in mating system (Xu, 2023b), developmental limits
to plasticity (Khare et al., 2024), indirect genetic effects (Murray et al., 2024), and interactions with
genetic adaptation (Lambert et al., 2025). A notable development is the incorporation of non-genetic
mechanisms other than within-generation phenotypic plasticity, including phenotypic variability (Carja
and Plotkin, 2019), cultural adaptation (Fogarty and Kandler, 2020), and trans-generational plasticity
(Greenspoon and Spencer, 2021; Harmon and Pfennig, 2021).

Modeling specific non-genetic influences more mechanistically may lead to further insight. For example,
the impact of anti-fungal intervention on robust genetic adaptation of bat populations exposed to white-
nose syndrome might depend on whether the immune response of exposed individuals is temporary
(innate) or long-term (adaptive) (cf. the discussion in Maslo et al., 2017). More mechanistic modeling
would also help in understanding the role of epigenetic modifications in rescue, which can cause both
phenotypic plasticity and variability, conceivably creating contrasting consequences (O’Dea et al., 2016),
as recently shown (Deraje and Osmond, 2025). Elucidating the interactions between specific non-genetic
mechanisms and the type of environmental change is an ongoing (Clement et al., 2023) but still largely
unexplored research direction. Similarly, interactions between genetic and non-genetic responses to the
environment have so far received little attention (but see Lambert et al., 2025; Deraje and Osmond,
2025).

4.4 Reproductive strategies

Reproductive strategies impact both the demographic aspects of evolutionary rescue and the genotypic
and phenotypic variation available for natural selection to act upon. Early models considered clonal
haploids or randomly mating diploids (Gomulkiewicz and Holt, 1995; Orr and Unckless, 2008). To our
knowledge, Glémin and Ronfort (2013) was the first theoretical study explicitly focusing on the role of
the reproductive strategy in rescue, comparing outcrossing vs. selfing populations.

Research has continued to look at the effects of selfing on evolutionary rescue, extending the range of
the dominance coefficient (Uecker, 2017) and the number of loci underlying adaptation (Xu, 2023a).
Evolutionary rescue can also happen directly via the evolution of selfing as a mechanism of repro-
ductive assurance (Cheptou, 2019; Xu, 2022, 2023b; Degottex-Féry and Cheptou, 2023) or a way to
avoid reproductive interference (Katsuhara et al., 2021). On the other hand, selfing-rate evolution
can lead to extinction (evolutionary suicide) when there is excessive inbreeding depression (Cheptou,
2019; Degottex-Féry and Cheptou, 2023), but evolution can also rescue these populations by purging
deleterious mutations (Abu Awad and Billiard, 2017). Another direction of research has considered
the rate (or presence/absence) of sex in both one-locus (Uecker, 2017) and quantitative trait (Orive
et al., 2017, 2019; Peniston et al., 2021; Garnier et al., 2023) models. There have also been several
studies of evolutionary rescue that considered details of biparental sexual reproduction, such as the
impact of sexual selection and sexual conflict (Gómez-Llano et al., 2024; Knell and Parrett, 2024), sex
determination systems (Blechschmidt et al., 2020), and mate-finding Allee effects for different sexual
systems (Deraje and Uecker, 2025).

Together, these studies show how reproductive mode affects rescue via (i) demography, e.g., selfing
provides reproductive assurance (Cheptou, 2019) and sexual conflict reduces female fitness (Gómez-
Llano et al., 2024), (ii) inherent genetic effects, e.g., sex generates or breaks up advantageous genotypes
(Uecker, 2017) and clonality allows the inheritance of non-additive genetic effects (Orive et al., 2017),
and (iii) additional effects on evolution, e.g., outcrossing allows for sexual selection, favouring well-
adapted individuals (Knell and Parrett, 2024), and populations that reproduce sexually are susceptible
to evolutionary tipping points (Osmond and Klausmeier, 2017; Garnier et al., 2023). Moving forward,
because reproductive strategies have strong impacts on between-locus interactions, there is considerable
interest here, as in the investigation of genetic architecture directly (see above), to investigate the effect
of reproductive strategy in n-locus models, which incorporate epistasis and recombination (e.g., the two-
locus model of Xu, 2023a). Furthermore, nature offers a great variety in reproductive systems – dioecy,
androdioecy, gynodioecy, hermaphroditism – and in mating systems – e.g., monogamy, polygamy,
polyandry – the consequences of which have barely been explored in models of evolutionary rescue
(Bocedi and Reid, 2017).
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4.5 Birth and death

Births and deaths impact not only population growth, but also mutational input, demographic stochas-
ticity, and generation time. This means that the details of birth and death processes matter for rescue.

Models devised for cancer that determine the number of resistance mutations present at the start
of treatment (cf. section 3), show that, by increasing the number of cell divisions to reach a given
population size, cell death increases the risk of resistance mutations (Iwasa et al., 2006), and this
effect is particularly pronounced for the accumulation of mutations to multiple drugs (Komarova and
Wodarz, 2005). More recent work has explored how the probability of drug resistance evolution depends
on whether a drug reduces birth rates or increases death rates (Marrec and Bitbol, 2020b; Czuppon
et al., 2023; Raatz and Traulsen, 2023; Nyhoegen et al., 2024) and whether competition affects birth
or death (Czuppon et al., 2023). A key component of these stochastic birth-death models is the
probability of mutant establishment. As known from the general evolutionary literature, given the same
growth rate (birth minus death), beneficial mutations that cause lower variance in the growth of the
mutant population, e.g., caused by lower birth and death rates, are more likely to fix (Gillespie, 1974;
Parsons et al., 2018; Bhat and Guttal, 2025; Kuosmanen et al., 2025). This naturally also holds for the
establishment probability of rescue mutants (e.g. Czuppon et al., 2023; Nyhoegen et al., 2024).

Increased death has been shown to aid adaptation and persistence in quantitative genetics models with
a moving optimum, starting from the point of view of perennial (low adult death) vs. annual (high adult
death) life-histories (Zeineddine and Jansen, 2009) (see also the simulations of Kuparinen et al., 2010).
Models have since shown that the effect of increased death on persistence depends on how birth and
death are impacted by population density and maladaptation (Osmond et al., 2017). More generally, the
effects of density and maladaptation on birth and death can have big impacts on population persistence
(Klausmeier et al., 2020), largely by modulating generation time (Draghi et al., 2024), and thus the
rate of selective events, but also by modulating the strength of demographic stochasticity (Vinton and
Vasseur, 2020).

In population genetics models, the probability of mutant establishment is usually calculated assuming
mutant individuals do not interact with one another. New mathematical theory is needed to allow
for interactions, such as cooperation (e.g., collective antibiotic resistance). The quantitative genetics
models show that higher birth and deaths rates can aid persistence by shortening generation times
but also reduce persistence by amplifying demographic stochasticity. An analysis of when one effect
outweighs the other is missing.

4.6 Density-dependent fitness

Early models of evolutionary rescue largely ignore impacts of population density on fitness. This is in
part for analytical tractability but also because extinction vs. rescue will often largely come down to
whether a population can grow when rare, where negative density dependence is negligible. Recent
studies have examined density dependence, both negative and positive.

Negative density dependence is expected to hinder rescue after an abrupt change by reducing population
size (Chevin and Lande, 2010), reducing the number of mutants that arise (Orr and Unckless, 2008), and
suppressing mutant growth rates (Orr and Unckless, 2008; Uecker and Hermisson, 2011; Uecker et al.,
2014; Wilson et al., 2017; Czuppon et al., 2023). As a result of decreased population sizes, negative
density dependence may also reduce rescue probabilities by accelerating the loss of adaptive genetic
variation (Nordstrom et al., 2023) and increase the costs for effective conservation efforts in gradually
changing environments (Ashander et al., 2019). On the other hand, for the same equilibrium population
size, stronger density dependence generates greater demographic compensation as populations become
more maladapted, favouring persistence (Reed et al., 2015). Density dependence may turn from negative
to positive as a population becomes small (a so-called demographic Allee effect), which is expected
to have a negative effect on rescue (as discussed in Gomulkiewicz and Holt, 1995). For strong Allee
effects, the population growth rate may be negative below certain size (the Allee threshold), even if it
is positive above. In that case evolutionary rescue can occur via the evolution of reduced Allee effects
(Kanarek and Webb, 2010; Deraje and Uecker, 2025).
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Given the multitude of consequences of negative density dependence, the possibility to evolve to reduce
it deserves more attention as well and may have unexpected consequences. For example, after the
supply of a resource is suddenly reduced, intensifying competition, plummeting populations can recover
by evolving to consume a more abundant resource (Oliveira and Campos, 2024). When a substitutable
resource is not available, populations may still evolve to reduce the strength of density-dependence
(e.g., via more efficient resource use), but trade-offs with growth at low abundance may ultimately
result in higher extinction rates compared to a no-evolution scenario (Engen and Sæther, 2017).

4.7 Frequency-dependent fitness

Models of evolutionary rescue have largely focused on frequency-independent fitness imposed by the
environment, where adaptive evolution always increases population mean fitness (reviewed in Svensson
and Connallon, 2019). However, fitness can also be frequency-dependent, broadly defined as being
dependent on the composition of the population (Lande, 1976), and a few studies have begun to
explore how this affects evolutionary rescue.

From classical models we know that changes in the fitness of genotypes due to changes in the composi-
tion of the population can speed up or slow down increases in mean fitness, or even cause mean fitness
to decline (see Box 1 in Svensson and Connallon, 2019). The immediate consequences for rescue have
been made in general (Ferriere and Legendre, 2013; Svensson and Connallon, 2019) and emphasized in
the context of populations threatened by pollen limitation (Cheptou, 2019; Degottex-Féry and Chep-
tou, 2023), where selfing rate evolution may rescue the population or lead to evolutionary suicide (see
section 4.4), and rescue via a mutation that allows carriers to repair a degrading habitat through niche
construction (Longcamp and Draghi, 2023), where a tragedy of the commons can occur. Frequency
dependence has also been shown to affect rescue indirectly, due to interactions between adaptation and
sexual conflict (Gómez-Llano et al., 2024) or as a result of cooperation or competition determined by
a second, uncorrelated trait in a gradually changing environment (Henriques and Osmond, 2020).

Frequency dependence can thus help or hinder evolutionary rescue. Which is more likely remains an
open (and perhaps mostly empirical) question.

4.8 Stage structure

Most populations harbor individuals that differ in their sensitivity to environmental stress, their ecology,
and their potential contribution to the evolutionary and demographic future of the population. The
consequences of this heterogeneity for rescue can be examined with stage-structured models. For
example, simulations of stage-structured tree populations demonstrated that increased adult mortality
could actually hasten adaptation in a gradually changing environment (Kuparinen et al., 2010).

One productive line of research in this area was initiated by Barfield et al. (2011), who derived general
equations describing the joint dynamics of genotype, phenotype, and population size in stage-structured
populations and applied their approach to model rescue following an abrupt environmental change (for
an earlier approximation applied specifically to Trillium, see Knight et al., 2008). These methods have
since been used to investigate the consequences of inherently less efficient selection at older ages on
genetic load in changing environments (Cotto and Ronce, 2014) and the consequences for rescue of
interactions between stage structure and clonal reproduction (Orive et al., 2017), conflicting selection
across stages (Cotto et al., 2019), an inherent trade-off between evolvability and demographic robustness
(Schmid et al., 2022), and seed banks (Godineau et al., 2024). Similar techniques have been used to
examine the effect of plasticity on rescue of stage-structured populations (Marshall et al., 2016), and
individual-based simulations have investigated the interaction of stage structure and evolution on species
distribution models (Cotto et al., 2017). A deterministic population genetics model has also looked at
the effect of seed banks on rescue in a herbicide context (Lauenroth and Gokhale, 2023).

There seems to be a paucity of stage-structured rescue models with few loci of large effect, especially
stochastic ones. It might be promising to apply stage-structured branching process theory to better
understand how life history affects the probability of rescue. Integral projection models (Rees and Ellner,
2016) could also be used to allow for more continuous heterogeneity, like body size.
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4.9 Spatial structure

When the fitness of a genotype varies in both time and space there are two mechanisms by which a
population can persist: tracking its current niche through space via dispersal and evolving its niche in
time via evolution.

Spatial structure was a central component of quantitative genetics models very early (Pease et al.,
1989), which consider a population in continuous space. Analogous to tracking a moving fitness
optimum in time via evolution (Box 3), a population can track a fitness optimum shifting in space via
a combination of dispersal and evolution provided the rate of shift is below a critical threshold (Pease
et al., 1989). Critical rates have since been calculated for populations tracking a moving cline of fitness
optima, either with unlimited ranges of uniform density or as traveling waves of limited range, while
considering the complexities of density-dependence and evolving genetic variance (Polechová et al.,
2009), multiple traits (Duputié et al., 2012), multiple modes of dispersal (Aguilée et al., 2016), and
asexual reproduction (Alfaro et al., 2017). However, the existence of a critical rate of environmental
change does not necessarily extend to discrete space, where reducing the rate of environmental change
can cause extinction (Dekens, 2024). For a population below its Allee threshold, dispersal can lower the
chance of rescue by reducing local population densities (Kanarek and Webb, 2010) and demographic
rescue through immigration is a more likely path to population establishment than evolutionary rescue
(Kanarek et al., 2015). The evolution of higher within-patch foraging and mating (akin to lower
dispersal) can rescue populations with Allee effects after habitat loss (Bagawade et al., 2024).

In population genetics models of rescue, spatial structure was incorporated much later, extending the
fundamental population genetics one-locus model (section 2.2) by a deme structure, where demes
progressively deteriorate one by one (Uecker et al., 2014; Tomasini and Peischl, 2020; Czuppon et al.,
2021; Tomasini and Peischl, 2022). Collectively, these studies provide a detailed treatment of the
problem, accounting for a large number of factors such as the speed and extent of environmental
deterioration (Uecker et al., 2014), asymmetric migration and habitat choice (Tomasini and Peischl,
2020; Czuppon et al., 2021), population fitness in the favorable habitat (Tomasini and Peischl, 2020),
and explicit spatial structure (Tomasini and Peischl, 2022). Further, population subdivision (i.e., less
migration) has been shown to permit local fixation of deleterious rescue mutants pre-change, increasing
the probability of evolutionary rescue from standing genetic variation (in a model that assumes a
simultaneous deterioration of all demes; Fruet et al., 2025). Allowing local environments to diverge
post-change, (Mohammadi and Campos, 2025) used Fisher’s geometric model with an n-dimensional
trait space to study de novo rescue of a two-patch meta-population. A one-locus model has also been
used to consider rescue from an invading competitor in continuous space (Van Dyken, 2020).

Between one locus and quantitative genetics models there are simulation studies where fitness is deter-
mined by traits coded by an intermediate number of loci (Schiffers et al., 2013; Bourne et al., 2014).
In these models, a spatially heterogeneous environment is homogeneously affected by climate change,
requiring local adaptation (first trait) and adaptation to a warming climate (second trait). It is also
possible for dispersal itself to evolve and rescue populations from a shifting environmental gradient or
a shifting climate window in a fragmented landscape (Henry et al., 2013; Boeye et al., 2013) or delay
extinction with increasing habitat fragmentation (Finand et al., 2024). Rescue through dispersal evolu-
tion was also studied in specific biological systems, specifically a butterfly meta-population (Heino and
Hanski, 2001), an arthropod threatened by a male-killing endosymbiont, where sex-specific dispersal
could evolve (Bonte et al., 2009), or wind-dispersed plants, where dispersal evolution can lead to rescue
but also to evolutionary suicide (Travis et al., 2010).

Overall, dispersal has several – often conflicting – effects on evolutionary rescue, which on the positive
side include demographic effects and tracking and on the negative side maladaptive gene flow and
dispersal into uninhabitable areas. Because of spatial heterogeneity, these models have a strong similarity
with source-sink models, where the source and the sink correspond to the favorable and unfavorable
spatial locations (see Box 6). Explicit spatial structure is still rare in models with discrete habitat patches
and could be extended to account for more complex network structures, which have been shown to
affect fixation processes of beneficial alleles in populations of constant size (Yagoobi and Traulsen,
2021). Another interesting direction is to consider migratory species, which can experience multiple
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types of environmental change across their life-cycle; maladaptation may be mitigated by phenological
evolution.

4.10 Type and temporal dynamics of environmental change

Some form of environmental change is part of virtually any model of evolutionary rescue. The two
“classic” scenarios are a single abrupt change or a gradual linear change (see sections 2.1 and 2.2) but
periodically changing environments were also already studied in some of the first quantitative genetics
models (Lynch et al., 1991; Lande and Shannon, 1996). A key characteristic of environmental change is
its severity: the size of an abrupt change and the speed of a gradual change. Furthermore, environmental
change can involve several stressors, affecting the number of mutations required for rescue (e.g. Iwasa
et al., 2003) or imposing selection on multiple traits (e.g. Gomulkiewicz and Houle, 2009; Chevin, 2013).

Both abrupt and gradual environmental changes have remained central in models of rescue. In the
quantitative genetics framework, recent work has especially found that the type of change – abrupt or
gradual – affects whether other factors, such as clonality (Orive et al., 2017; Peniston et al., 2021),
adult survival in stage-structured populations (Orive et al., 2017), and the initial genetic state of the
population (Orive et al., 2019), benefit or hinder rescue. In addition, both population and quantitative
genetics models have been extended to explore the consequences of evolution on persistence for other
types of change, such as accelerating or decelerating rates of change in moving optimum models
(Ashander et al., 2019; Greenspoon and Spencer, 2021), gradual deterioration in population genetics
models (Wu et al., 2014; Bertram et al., 2017; Marrec and Bitbol, 2020a), two consecutive changes in the
environment (Patil et al., 2025), periodic or random switches between discrete states (Trubenova et al.,
2019; Marrec and Bitbol, 2020b; Marrec and Bank, 2023), continuous fluctuations (Wu et al., 2014),
regular fluctuations in addition to gradual deterioration (Shibasaki and Yamamichi, 2024), repeated
bottlenecks and abrupt pulse disturbances (Martin et al., 2013; Patel et al., 2025), and a one-time
pulse disturbance of variable length (Lyberger et al., 2021).

Environmental stochasticity has long been a key component in moving optimum models (Lynch and
Lande, 1993; Bürger and Lynch, 1995), which show that uncorrelated fluctuations (white noise) in the
optimum phenotype hinder persistence. Populations are better able to adaptively track a fluctuating
optimum when the fluctuations are more positively autocorrelated, regardless of the deterministic change
in the optimum (Lande and Shannon, 1996; Chevin, 2013). However, stronger positive autocorrelation
also creates more variance in population size across replicates, which can decrease the probability of
rescue after an abrupt change (Chevin et al., 2017). Overall, fluctuations, and especially positively
autocorrelated ones, can increase or decrease the probability of rescue (Peniston et al., 2020). The
presence of both environmental and demographic stochasticity causes a larger than multiplicative drop
in the probability of rescue (Xu et al., 2023).

Overall, there has been a broadening in the scope of environmental changes considered in evolutionary
rescue theory, from a small set of possible changes (i.e., abrupt vs. linear) to something closer to
a continuum and this broadening is expected to continue in particular to study rescue in specific
contexts. This could for example include environmental change at multiple temporal scales in long-
lived species that are affected both by mild but long-lasting stressors and brief but extreme events. One
future challenge will be to combine more complex environmental change with spatial structure, such as
asynchronous fluctuations across space.

4.11 Species interactions

No species exists in isolation. Correspondingly, a substantial amount of rescue theory has explored the
effect of different types of species interactions – competition, predation/parasitism, mutualism – as well
as combinations of them.

Competition, being an antagonistic ecological interaction for both species, often hurts persistence, but it
may sometimes impose selection that fosters survival. In a changing environment, models have explored
the role of spatial structure (de Mazancourt et al., 2008; Norberg et al., 2012; Thompson and Fronhofer,
2019), the additional selection introduced by a competitor (Osmond and de Mazancourt, 2013), trait-
matching coevolution (Jones, 2008), the type of coevolution (Northfield and Ives, 2013), asymmetric
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competition (Van Den Elzen et al., 2017), and differences in evolutionary rate (Van Eldijk et al., 2020;
Leidinger et al., 2021; Bukkuri et al., 2023a). Other models consider rescue from competitive exclusion
by an invader, exploring the role of genetic variance (Jones and Gomulkiewicz, 2012), exploitation vs.
interference competition (Van Dyken, 2020), reproductive interference (Morita and Yamamichi, 2023),
and niche-construction (Longcamp and Draghi, 2025).

Both predation and parasitism have negative ecological effects on the predated and parasitized species
but, like competition, the added evolutionary effects can sometimes compensate. Quantitative genetics
models have been used to examine the effect of predator-prey interactions and (co)evolution on rescue
in gradually changing environments (Jones, 2008; Mellard et al., 2015; Osmond et al., 2017; Vanselow
et al., 2022). Quantitative genetics models have also been used to study the effect of predator-prey
coevolution on rescue following an abrupt environmental change (Northfield and Ives, 2013; Yamamichi
and Miner, 2015; Cortez and Yamamichi, 2019; Raatz et al., 2019), including changes that impose
additional selection (Shang et al., 2024), and a population genetics model has examined the special case
where only one species evolves (Hermann and Becks, 2022). One can similarly ask how (co)evolution
affects persistence when a prey or predator invades a new habitat (Jones and Gomulkiewicz, 2012;
DeLong and Belmaker, 2019). Others have examined rescue in a spatial context, considering rescue of
a predator after habitat loss (Bagawade et al., 2024) and rescue of host from a male-killing endosymbiont
(Bonte et al., 2009). There is also now some theory to understand rescue in communities with more than
two species, including 3-species food chains (Kovach-Orr and Fussmann, 2013; Patel and Schreiber,
2015; Wang et al., 2017; Flynn and Skibinski, 2020), two predators competing for one (Fussmann
and Gonzalez, 2013) or two (van Velzen, 2023) prey, and emergent food webs (Yacine et al., 2021).
Meanwhile for parasitism, models have been used to explore the role of spatial structure (Jiao et al.,
2020) and demographic feedbacks (Golas et al., 2021) on the ability of a host to be rescued from a novel
pathogen, as well as the negative effect of coevolving parasites on the ability of a host to adaptively
colonize a new habitat (Mestre et al., 2024). On the flip side, models have also been used to explore
how a pathogen can survive when the host population begins using antibiotics (Greenspoon and Mideo,
2017).

The beneficial ecological effects of mutualism generally help persistence, but complications arise. Models
have so far examined the effects of coevolution (Nuismer et al., 2018) and competition (Goldberg and
Friedman, 2021) between mutualists on their ability to survive environmental change, as well as the fact
that both species may need to adapt to survive (Goldberg and Friedman, 2021) and one partner may
disinvest as the other becomes rarer (Northfield and Ives, 2013; Weyerer et al., 2023). Finally, beneficial
symbionts might enable (ecological) rescue of the host population, unless they are outcompeted by
cheaters (Pillai et al., 2017), as well as facilitate adaptive colonization of a new habitat (Mestre et al.,
2024).

One challenge for modeling evolutionary rescue in ecological communities is the number of parameters
that can be affected by the environment, evolve, and trade-off with one another. As the complexity of
the community increases so does the number of parameters and the farther we get from having a small
set of ‘standard’ models. This makes it harder to gain general intuition. The models above largely focus
on the rescue of individual species, but there is also a question of how evolutionary rescue affects broader
aspects of a community, such as rank abundance curves (Van Eldijk et al., 2020) and the number of
interactions between species (Nuismer et al., 2018). There also seems to be a bias towards models of
phenotypic evolution, except in the case of parasites, and especially in larger communities. A further
major direction for future research includes models for microbiome-mediated rescue of host populations,
involving interactions between multiple symbiont strains or species and accounting for different degrees
of heritability and horizontal transfer.

5 Progress in application-driven models of evolutionary res-
cue

As discussed in the introduction and already addressed in section 3.2, the concept of evolutionary rescue
is of great applied relevance. Here we discuss key progress in rescue theory that has been developed in
the specific contexts of conservation and drug and pesticide resistance.
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5.1 Conservation

Many models of evolutionary rescue are purposefully broad and conceptual. While these can inform
conservation strategies, developing more specific rescue models for conservation can help identify which
species are most at risk, when sufficiently rapid adaptation is unlikely and interventions are therefore
necessary, and which interventions efficiently avoid extinction.

Two of the biggest threats to biodiversity are infectious diseases and warming temperatures. For bat
populations with white nose syndrome (Maslo and Fefferman, 2015; Maslo et al., 2017; Jiao et al.,
2020) and amphibian populations exposed to Batrachochytrium dendrobatidis (Converse et al., 2017;
Christie and Searle, 2018; DiRenzo et al., 2018), models have been developed to explore whether genetic
variation in tolerance or resistance to infection could rescue the host population and to examine how
different interventions (such as treatment of sick animals in Maslo et al. 2017) facilitate or impede evo-
lutionary rescue. Many rescue models developed for conservation in the face of warming temperatures
concern the capacity of declining coral reefs to adapt and persist (e.g., McManus et al., 2021). These
models are used to explore how the efficiency and optimal design of various conservation actions, such
as protected areas (Walsworth et al., 2019), predator control (Condie et al., 2021), or out-planting
warm-adapted genotypes (assisted gene flow) (Bay et al., 2017; DeFilippo et al., 2022), depend on the
amount of genetic variation for thermal preference that is found within local reefs (see Box 2). Models
have also been tailored for other species in warming climates, incorporating complexities such as physi-
ological tolerance (Bush et al., 2016), age-structure (Cotto et al., 2017), and – in a pest management
context, but more generally applicable – predator-prey interactions (Ge et al., 2024). Models agnostic
to species or stressors are sometimes used to assess the optimal design of conservation interventions,
e.g., determining the best time to increase population growth (Ashander et al., 2016) or adaptive gene
flow (Kelly and Phillips, 2019; Smart and Phillips, 2023).

These diverse models of evolutionary rescue have broadened our perspective of conservation biology by
suggesting many instances where consideration of evolution may modify our recommendations and our
practices. For instance, while protecting the coldest coral reefs that can serve as refugia under climate
warming is the best strategy when genetic variation for thermal tolerance is ignored, protecting both
warm and cold reefs becomes optimal when the spread of adaptive variants is considered (Walsworth
et al., 2019; DeFilippo et al., 2022, Box 2). Conversely, these case studies motivated by conservation
biology have also enriched our understanding of evolutionary rescue, for instance by showcasing the
role of epidemiological feedbacks (Christie and Searle, 2018; Searle and Christie, 2021). Yet, these
studies also reveal very large uncertainties associated with predicting evolutionary rescue in any real
case study (see section 6.2). Despite recurrent calls to better integrate evolutionary considerations into
conservation biology in general (Olivieri et al., 2016) and in population viability models in particular
(Pierson et al., 2015), there remains a gap between proof-of-concept theoretical models, which showcase
the potential importance of evolution in conservation, and concrete practical guidelines that can support
decision in the management of specific endangered species (Funk et al., 2019).

5.2 Drug and pesticide resistance

Providing a full review of the drug and pesticide resistance literature is beyond the scope of this article
(for reviews on specific sub-topics see e.g., Tabashnik, 1990; Hastings, 2001; Peck, 2001; van den Bosch
and Gilligan, 2008; Rex Consortium, 2010; Zur Wiesch et al., 2011; Foo and Michor, 2014; Renton et al.,
2014; Blanquart, 2019; Uecker and Bonhoeffer, 2021; Madgwick and Kanitz, 2024). We here provide a
short summary of selected aspects with a particular focus on rescue-relevant aspects, sampling a limited
number of older and newer references as examples.

Many if not all of the key topics by which we structured section 4 appear in models in the specific
context of resistance evolution, many of them from very early on. The type and temporal dynamics
of environmental change (see section 4.10) are especially key topics since they are to a large extent
defined by the treatment applied and can thus be controlled. Many studies on resistance evolution
have been concerned with identifying strategies to prevent (or delay) the evolution of resistance. One
important strategy is the application of multiple drugs or pesticides either together or sequentially or
across patients/space (Rex Consortium and others, 2013), for example for the treatment of bacterial
infections (e.g., Bonhoeffer et al., 1997a; Lipsitch and Levin, 1997; Austin and Anderson, 1999; Colijn
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et al., 2011; Greenspoon and Mideo, 2017; Nyhoegen and Uecker, 2023; Nyhoegen et al., 2024; Delaney
et al., 2025) and of cancer (e.g., Goldie et al., 1982; Coldman and Goldie, 1983; Komarova and Wodarz,
2005; Bozic et al., 2013; Gatenby et al., 2020; Patil et al., 2025), or for the administration of fungicides
(e.g., Josepovits and Dobrovolszky, 1985; Shaw, 1989; Hobbelen et al., 2011; Mikaberidze et al., 2014;
Taylor and Cunniffe, 2023b), insecticides (e.g., Sudo et al., 2018; Helps et al., 2020) and herbicides
(e.g. Diggle et al., 2003; Lauenroth and Gokhale, 2023). Similarly, gene drive systems to control disease
vectors or agricultural pests can be designed to target multiple sites in the target gene (Khatri and Burt,
2022). Nevertheless, despite extensive work on multi-compound treatments many open questions remain
due to the innumerous facets of the problem such as how to measure success of a strategy or the large
number of choices regarding for example the modes of action of the compounds or how exactly they
are combined. Besides the number of compounds, another fundamental treatment variable is the dose
of the drug/pesticide applied as well as the timing of administration (e.g., Nissen-Meyer, 1966; Lipsitch
and Levin, 1997; Austin and Anderson, 1999; Foo et al., 2012; Wu et al., 2014; Colijn and Cohen,
2015; Mikaberidze et al., 2017; Scire et al., 2019; Kuosmanen et al., 2021; Patel et al., 2025). Here,
a classic conclusion reached by many studies is that resistance evolution is most likely at intermediate
doses at which the resistant strain is released from competition with the sensitive strain but not strongly
affected by the drug itself (Kouyos et al., 2014). While this may suggest that applying low doses could
delay resistance evolution (Day and Read, 2016), recent modeling found that the peak is usually around
the minimally effective dose, such that lower doses would compromise the effectiveness of treatment
(Czuppon et al., 2023). An intermediate-dose-strategy is noteworthily different from adaptive therapy,
which dynamically adjusts treatment to maintain a sensitive cell population small enough to be tolerable
for the patient and large enough to competitively suppress resistant cells (see section 6.2.1). The relative
importance of de novo mutations vs. standing genetic variation is another important topic reviewed
in section 4.2 that also keeps being studied in the context of resistance (Bonhoeffer et al., 1997b;
Ribeiro and Bonhoeffer, 2000; Komarova and Wodarz, 2005; Greenspoon and Mideo, 2017). The same
holds for the role of spatial structure (Comins, 1977; Kepler and Perelson, 1998; Moreno-Gamez et al.,
2015; Trubenová et al., 2022; Raatz et al., 2024), cf. section 4.9. Yet another key topic is the genetic
architecture of resistance (see also section 4.1), which appears for example in the context of multiple
mutations accumulating to escape treatment (Goldie et al., 1982; Iwasa et al., 2003; Igler et al., 2021;
Trubenová et al., 2022), recombination in HIV (Kouyos et al., 2009), plasmids in bacteria (Svara and
Rankin, 2011; Tazzyman and Bonhoeffer, 2014; Santer and Uecker, 2020; Kippnich et al., 2025), or
aneuploidy in cancer (Stana et al., 2025). Non-genetic mechanisms (section 4.3) such as epigenetic
phenotypic switching have been considered as well (Gunnarsson et al., 2020, 2023).

A comparison between current and older models shows that early articles already cover many of the
themes and factors still studied today. Besides topics already discussed in the previous paragraph, this
also includes features such as the dose dependence of the drug effect (pharmacodynamics) and the
dynamics of the drug concentration in the body (pharmacokinetics) (Lipsitch and Levin, 1997; Austin
and Anderson, 1999), the human immune response (Austin and Anderson, 1999), the dominance of the
resistance allele (Comins, 1977; Taylor and Georghiou, 1979) and many more (see also Taylor, 1983;
Rex Consortium, 2010). One of the rather recent developments, while not entirely new either (see
section 3.2), seems to be a stronger focus on the stochastic establishment of resistant genotypes as a
factor in resistance evolution. In this context, the differential effects of treatment on replication and
death rates (i.e., the use of bactericidal and bacteriostatic drugs) with and without density-dependent
growth has recently received increasing attention (Marrec and Bitbol, 2020b; Czuppon et al., 2023;
Raatz and Traulsen, 2023; Nyhoegen et al., 2024); see also section 4.5. Similarly, while the stochastic
population genetics approach outlined in Box 4 had long appeared in resistance modeling every now
and then (section 3.2), its use has seen a boost over the past decade, presumably driven by spillover
from the non-resistance rescue literature. Indeed, the majority of resistance models that appeared in
the initial literature search on Web of Science (with the search term “evolutionary rescue”) follow this
framework. Its growing application especially means that the rarity of extinction as a criterion for
treatment success, which was observed by Rex Consortium (2010), might be diminishing. A factor that
is still mostly missing from those models is the pharmacokinetics of the drugs (but see Wu et al., 2014).

A restriction of many classic as well as recent models is the distinction of two strains only – sensitive and
resistant pathogens/pests – or one mutation per drug/pesticide for treatment with multiple compounds
(see above for counter-examples). This is a great simplification since usually many more mutations
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provide resistance to low than to high toxin concentrations, and moreover, several mutations may
accumulate in the same genome over time. One highly relevant future direction is the development of
models that take this diversity of mutations with different dose response curves into account, similar
to Fisher’s geometric model where the rate of rescue mutations decreases with the distance from
the optimum (Anciaux et al., 2018; Osmond et al., 2020). However, models for resistance evolution
should ideally account for the typically sigmoidal relationship between the dose and its effect (i.e., the
pharmacodynamics; see e.g., Regoes et al. (2004); Foerster et al. (2016) for such dose response curves
and their mathematical description); for a rare example see Igler et al. (2021). This is particularly
important for studies that focus on the drug or pesticide dose as a treatment variable, where the
variability of resistance conferred by different mutations may crucially affect conclusions such as on the
dose that maximizes resistance evolution. Another gap is a lack of accounting for pleiotropic effects of
resistance mutations that may lead to shifts in ecological interactions. For example, a resistant bacterial
strain might have reduced niche overlap with the sensitive strain or other members of the microbial
community (Letten et al., 2021), or herbicide resistance can increase or decrease herbivory (Gassmann
and Futuyma, 2005; Zhang and Baucom, 2025). The development of models that better integrate the
biotic ecological context will be an important future direction.

6 Connecting theory and data

It is of course important to bring theoretical and empirical insights together. In this section, we discuss
connections between models and data. In section 6.1, we focus on results from evolution experiments
set out to explore the determinants of rescue and discuss in some detail how they relate to the theoretical
work reviewed in this article. In section 6.2, we then turn to rescue in natural populations, including
pathogens and cancer cell populations, and briefly highlight how models can help to predict or infer
rescue.

6.1 The connection between theory and experiments

Whether referred to as evolutionary rescue or not, a large number of rescue experiments have been
performed, providing an opportunity to assess how well various aspects of theory have been verified
and where new theory is needed. Rescue experiments have mostly been performed with microbes or
“near-microscopic” animals (e.g., rotifers) or plants (unicellular algae). Complementing the insights
from unicellular models, work on the red flour beetle (Tribolium castaneum) and occasionally on the
nematode Caenorhabditis elegans provides more rare insights in rescue of multicellular animals. Annual
plants could in the future also offer a powerful avenue for the exploration and testing of rescue theory
in multicellular organisms.

We cannot provide a systematic review of the experimental literature here, which warrants a separate
article (older work e.g., reviewed in Bell, 2017). However, since an integration of theoretical and
experimental work is essential in making progress, we provide some space to discussing experimental
findings, based on a substantial but limited number of studies, and their relationship to theory. We
start in section 6.1.1 by providing a summary of experimental work on the key theoretical predictions
from section 2.3, followed by tests of more specific factors in section 6.1.2. In section 6.1.3, we briefly
present rare examples of studies that combine theory and experiments and finally conclude the section
with highlighting several gaps and suggestions for future work that would foster synergies between
theoretical and experimental work (section 6.1.4).

6.1.1 Testing key theoretical predictions

The key predictions that are consistent across the fundamental population genetics and quantitative
genetics models (outlined in section 2.3) are broadly supported by experiments.

The predicted increase of the probability of rescue with increasing population size has been qualitatively
verified in experiments with yeast (Bell and Gonzalez, 2009), bacteria (Ramsayer et al., 2013), and
beetles (Hufbauer et al., 2015). A larger initial population size also increases the mean and maximum
growth rates of mutants that establish in stressful conditions (Samani and Bell, 2010). Bell and
Gonzalez (2009) were likely the first to set out to experimentally replicate the fundamental rescue
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model of Gomulkiewicz and Holt (1995) by exposing yeast to high salt concentrations (though similar
experiments exist, e.g., E. coli exposed to high temperatures; see figure 8 in Bennett and Lenski, 1993
and figure 1 in Mongold et al., 1999). After observing the U-shaped curve of population size over time,
which Gomulkiewicz and Holt (1995) predicted as the sum of an exponentially declining wild type and
exponentially increasing mutant, they used the model to infer the frequency p0 of rescue mutants at the
time of environmental change. This estimate was consistent with an independent estimate from plating
and successfully predicted the initial population size below which rescue becomes unlikely, determined
by p0N0 ≈ 1 (assuming pest = 1). Martin et al. (2013) later used the dataset to show that the
dependence of the rescue probability on N0 is consistent with the functional dependence predicted by
the population genetics approach outlined in Box 4.

The second key prediction of rescue theory is that the probability of rescue decreases with the size and
speed of environmental change. This prediction has a lot of support. In fact, in one of the earliest
known experimental evolution studies (Dallinger, 1887), temperature had to be increased slowly enough
to prevent populations of protists from going extinct. A higher probability of rescue (or longer mean
persistence time) with a slower or smaller change in the environment, including gradual vs. abrupt
changes, has since been observed in asexually-reproducing phages (Bono et al., 2015), protists (Killeen
et al., 2017), bacteria (Mongold et al., 1999; Perron et al., 2008; Lindsey et al., 2013; Melero-Jiménez
et al., 2022), and yeast (Bell and Gonzalez, 2011; Gonzalez and Bell, 2013), as well as in asexually-
and/or sexually-reproducing algae (Lachapelle and Bell, 2012; Petkovic and Colegrave, 2023; Shibasaki
and Yamamichi, 2024). Final fitness was also found to be higher after gradual than after an abrupt
change (Zhou and Zhang, 2023). However, there are both theoretical (Matuszewski et al., 2015) and
experimental results running counter the general prediction. Motivated by Matuszewski et al. (2015),
Guzella et al. (2018) demonstrated that slower change can hinder adaptation from the standing genetic
variation as genotypes adapted to high stress get lost during slow gradual deterioration.

Rescue is also usually predicted to increase with standing genetic variation. This has been qualitatively
verified a relatively large number of times, in asexually-reproducing bacteria (Ramsayer et al., 2013)
and yeast (Stelkens et al., 2014), in asexually- and/or sexually-reproducing algae (Lachapelle and Bell,
2012; Bell, 2013), and in sexually-reproducing beetles (Agashe, 2009; Agashe et al., 2011; Hufbauer
et al., 2015; Olazcuaga et al., 2023). Rescue is similarly expected to increase with mutation rate, which
has been verified in bacteria (Perron et al., 2006; Couce et al., 2015), though exceptions exist (Perron
et al., 2006), and asexually-reproducing algae (see UV treatment in Kronholm et al., 2017). Likewise,
Gifford et al. (2023) found that a higher initial frequency of mutators in an E. coli population increases
the probability of antibiotic resistance (rescue).

The fourth key prediction is that the probability of rescue increases with the maximum growth rate
in the new environment. We are not aware of an experiment that study this. It could be studied by
varying the quality of the media or the stressor but it would be important to control for effects on other
factors, like the wild-type decline rate and mutational input.

6.1.2 The connections between experiments and models for the role of other factors in rescue

The effects of many of the factors reviewed in section 4 have also been explored experimentally. There
are especially a number of papers on rescue in meta-communities (spatial structure), on the role of
sexual reproduction, and on species interactions, but also on several other factors.

Spatial structure. The role of dispersal in evolutionary rescue received early attention from Bell and
Gonzalez (2011) and has by now been studied both in asexually and sexually reproducing organisms as
well as in species communities.

For asexually reproducing populations, dispersal tends to have a positive effect on rescue (or none,
depending on the precise circumstances), as found in meta-populations of single species of yeast (Bell
and Gonzalez, 2011) and cyanobacteria (Melero-Jiménez et al., 2022) as well as in communities of
different morphotypes of Pseudomonas fluorescens (O’Connor et al., 2020). In these studies, meta-
populations evolve on a stress gradient where some communities experience benign conditions at least
initially before the environment deteriorates either gradually or abruptly. Several of the population
genetics models of rescue discussed in section 4.9 have been inspired by Bell and Gonzalez (2011)
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and can be considered as simplified versions of these experiments with just two environmental states –
benign or deteriorated (with all patches being deteriorated eventually), allowing for some comparisons.
Generally consistent with the experimental results, these models find that dispersal mostly aids rescue,
although the net effect of strong dispersal can under certain conditions be negative (Uecker et al., 2014;
Czuppon et al., 2021; Tomasini and Peischl, 2022). Tomasini and Peischl (2020) derive conditions under
which some degree of dispersal (as opposed to none) increases the probability of rescue. The pronounced
beneficial effect of dispersal after an abrupt change to lethal conditions from a long period of stasis,
as observed in Bell and Gonzalez (2011), is consistent with their theoretical finding that dispersal
is beneficial if the intervals between deterioration steps are long and the deteriorated environment is
highly stressful to the wild type. The beneficial effect of dispersal observed in experiments is generally
thought to arise from dispersal of pre-adapted cells from lower to higher stress levels. This intuition
agrees with the finding of Czuppon et al. (2021) that rescue mutants are likely to appear in the benign
(rather than in the deteriorated) patches. Finally, we can compare results of models and experiments
on the effects of local vs. global dispersal. While local dispersal (dispersing individuals one step up in
the stress gradient) is found to be more beneficial than global dispersal in the experiments by Bell and
Gonzalez (2011), the model by Tomasini and Peischl (2022) predicts the opposite. Following theoretical
results on biased dispersal by Czuppon et al. (2021), the reason for the disagreement could be that
local dispersal is unidirectional in Bell and Gonzalez (2011) while it is bidirectional in Tomasini and
Peischl (2022). Perhaps more importantly, it is plausible to assume that in the experiments, a dispersing
mutant might well be able to grow one stress-level up but not at vastly higher concentrations of the
stressor, which will require the accumulation of further mutations – an effect not captured by a model
with two genotypes and two environmental states. Overall, the substantial body of literature on either
side calls for a synthesis, ideally supported by the co-development of further theory and experiments.
On the one hand, the development of population genetics theory allowing for multiple environmental
states as well as multi-step rescue, for example using Fisher’s geometric model, would help to better
link models to experiments. On the other hand, experiments that reduce the stress gradient to only
two stress levels – none and high – could help close the gap in our understanding from the other
side. Furthermore, theoretical models consider the entire range of dispersal probabilities from 0 to 1,
finding that the relationship between dispersal probability and rescue can (but does not have to) be
non-monotonic, depending on the fitnesses of genotypes. The experimental meta-community studies,
by contrast, do not vary the dispersal probability, and future experiments considering a range of dispersal
rates could allow for a comparison to theoretical predictions. In addition to its role in rescue in meta-
populations, the related role of (unidirectional) dispersal from a source in adaptation to sinks (Box
6) has been experimentally studied in bacteria adapting to antibiotics (Perron et al., 2007, 2008) and
phage adapting to a novel bacterial host (Ching et al., 2013). Varying the number of cells dispersing
into the sink, Perron et al. (2007) finds a positive effect of higher dispersal rates on the density of the
evolving populations; in Ching et al. (2013), the relationship is non-monotonic and strong dispersal
from the source into the sink prevents adaptation, which might be due to negative density dependence
as in some parameter regimes in Uecker et al. (2014).

For sexually reproducing organisms, the role of dispersal appears to be more nuanced. The effect of
immigration from a source population may change from positive to negative as adaptation proceeds
(Lagator et al., 2014b) or can slightly slow down adaptation (Durkee et al., 2024). Similarly, based on
the infinitesimal model, Barton and Etheridge (2018) find that low immigration is beneficial because
it introduces genetic variation whereas strong immigration can delay adaptation in a sink by pulling
the phenotype back to the maladapted source phenotype; high immigration can also increase negative
density dependence and hamper adaptation (Gomulkiewicz et al., 1999). Overall, the role of dispersal
in rescue of sexually reproducing populations is still underexplored, both experimentally and theoret-
ically. For example, experiments with bi-directional dispersal between different (possibly changing)
environments seem to be lacking. On the theory side, while early simulation studies and recent theory
have already considered polygenic adaptation in sexually reproducing populations in spatially structured
environments (Schiffers et al., 2013; Bourne et al., 2014; Dekens, 2024), a systematic analysis of the
interplay between sex and migration would be valuable.

Finally, in meta-populations of communities sourced from nature, dispersal was found to have a positive
effect on rescue of soil communities of bacteria and fungi (Low-Décarie et al., 2015), similar to the single-
species experiments discussed above, but had no consistent effect on adaptation (or failure thereof) at
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either trophic level in a community of predators (zooplankton) and prey species (phytoplankton) (Bell
et al., 2019). Rescue theory for co-evolving predator-prey systems in a spatial environment is currently
lacking and could help interpret the experiments. More broadly, there is a need for rescue models with
interacting species in spatial environments.

Sexual reproduction. The role of sexual reproduction in rescue has experimentally been explored in a
series of studies by repeatedly inducing sexual cycles in the unicellular algae Chlamydomonas reinhardtii
and exposing it either to salt stress (Lachapelle and Bell, 2012; Petkovic and Colegrave, 2023), salt stress
in the presence of a competitor (Petkovic and Colegrave, 2019), darkness (Bell, 2013), or herbicides
(Lagator et al., 2014b). The consensus of all studies is that sexual reproduction is generally beneficial
for rescue but it also had some negative effects by slowing down adaptation to gradually increasing
salt concentrations at early stages of the experiment (Lachapelle and Bell, 2012) and in some cases
slowing population recovery at late stages of the experiment in the presence of immigration from a
source (Lagator et al., 2014b). In the experiments, the positive effect of increased variation (and
possibly the avoidance of clonal interference) thus seems to prevail overall, but recombination load
might be responsible for the observed negative effects (although the experimental procedure for the
sexual cycle could sometimes also itself have harmful effects, as pointed out by Lachapelle and Bell
(2012)); see also the high variation in growth rates among F1 lines including some ‘rescue lines’
observed by Kawaguchi and Yamamichi (2025). The net effect of segregation and recombination have
been analysed in one- and two-locus models by Uecker and Hermisson (2016) and Uecker (2017) but an
insightful comparison to the experiments would require knowledge of the genotype-fitness landscape. An
interesting comparison can, however, be made between the modeling study by Orive et al. (2017) and
the experiments by Petkovic and Colegrave (2023), who both compare sexual and asexual reproduction
under different rates of environmental deterioration. Orive et al. (2017) finds that increased clonality in
populations with both sexual and asexual/clonal reproduction leads to a lower probability of rescue in a
gradually deteriorating environment as continuous generation of new genetic variation, better achieved
in a sexually reproducing population, is essential for rescue. By contrast, more clonal populations have a
higher probability of rescue under an abrupt environmental change since adaptation then relies mostly on
the standing genetic variation and pre-existing adaptive genotypes are not broken up in clonal offspring
unlike in sexual offspring. In the experiments by Petkovic and Colegrave (2023), purely asexual lines
never adapt better than sexual ones. However, while lines with obligate sexual reproduction perform best
at intermediate rates of change, the optimal strategy at the most rapid deterioration rate is facultative
rather than obligate sex. Similar to Orive et al. (2017), the authors hypothesize that recombination
load outweighs the benefits of sex in rapidly deterioration environments where adaptive mutations are
too rare to segregate simultaneously.

All the above studies focus on the genetic aspects of sexual vs. asexual reproduction. Another aspect
of sexual reproduction is the need for gametes to come in physical contact to form a zygote. Lack of
mating at low population densities can be a concern in the experiments since gametes of Chlamydomonas
reinhardtii might then fail to meet. Many of the experiments discontinue sexual cycles under stress
or once population density becomes too low (Bell, 2013; Lachapelle and Bell, 2012; Petkovic and
Colegrave, 2023) and / or populations that went extinct due to other reasons than the applied stress
are not included into the analysis (Lachapelle and Bell, 2012). (Additional problems may contribute
to a stop of sexual cycles since the flagella, needed by gametes for zygote formation, may be lost
through salt stress, and the experimental procedures for inducing sexual reproduction are difficult to
achieve at very low cell densities; Josianne Lachapelle, personal communication.) Interestingly, Allee
effects through failed encounter of gametes have thus not been explored as a negative effect of sexual
reproduction in any of the studies. Similarly, mate-finding Allee effects (or Allee effects in general)
have received very little attention in models of evolutionary rescue (but see Deraje and Uecker, 2025),
highlighting a joint gap in the literature.

Finally, experiments are needed to test theoretical predictions on the role of selfing in rescue (sec-
tion 4.4), for which the nematode C. elegans or short-lived plants could be suitable model systems. For
example, Bodbyl Roels and Kelly (2011) utilized pollinator exclusion studies to study the role that rapid
evolution of selfing after pollinator loss plays in increasing population fitness, discussing implications
for evolutionary rescue.
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Species interactions. The effect of species interactions has been empirically investigated at two levels,
by exposing either handpicked pairs of species or large natural communities to stress. Considering a
parasite-host and a predator-prey pair respectively, Zhang and Buckling (2011) and Hermann and Becks
(2022) both explore the role of host / prey evolution on rescue of a parasite / predator population
exposed to stress. Zhang and Buckling (2011) found that a population of phages persisted longer
under gradual warming (a stress mostly for the phage) when its bacterial host was prevented from
evolving. In contrast, Hermann and Becks (2022) showed that evolution in a prey population (algae)
could indirectly rescue a declining predator population (rotifers), qualitatively matching their tailored
simulations (see also 6.1.3). Such indirect rescue is predicted to occur when there is a strong trade-off
between defense and intrinsic growth rate in the prey (Yamamichi and Miner, 2015), which likely played
a negligible role in Zhang and Buckling (2011). Adaptation of a parasite (phage) to a new bacterial host
was studied by Gandon et al. (2024), showing that the need to overcome multiple resistance mutations
in the host hindered phage adaptation in line with a co-developed model (see also 6.1.3). Turning
to competitive interactions, (Petkovic and Colegrave, 2019) found that a competing species hindered
rescue of phytoplankton exposed to high salt concentrations, consistent with the basic prediction of
competition reducing population size, and Bono et al. (2015) observed that evolution could rescue a
specialist phage strategy from competitive exclusion by a generalist strategy provided the fraction of
hosts inaccessible to the specialist was small enough, reducing the generalist’s advantage. This seems
broadly consistent with the findings of Van Dyken (2020), that rescue from an invading competitor is
more likely when invasion is slower. For a synthetic mutualism between two cross-feeding E. coli strains,
Melero-Jiménez et al. (2025) found that rescue usually only occurred in one species and happened
through breakdown of the mutualism, as the mutualistic strains were more sensitive to stress than
an autarch strain. Mutualism breakdown has been predicted by theory (Weyerer et al., 2023), which
incorporates a trade-off between investment into the mutualism and independent growth, but the
modeled scenario is no close match to Melero-Jiménez et al. (2025). The findings by Melero-Jiménez
et al. (2025) as well as Zhang and Buckling (2011) suggest developing new theory that explores the
negative pleiotropic costs of biotic adaptation on abiotic adaptation. Experiments with larger, more
natural communities follow a two phase design: first expose communities to varying levels of stress
(potentially crossed with nutrient concentration and/or dispersal rate) and then expose all communities
to a previously lethal stress level. This has been done for a soil microbiome exposed to herbicide (Low-
Décarie et al., 2015), a lake microbiome exposed to acidification (Xu et al., 2025), a phytoplankton
community exposed to herbicide (Fugère et al., 2020), and a phytoplankton-zooplankton community
exposed to acidification (Bell et al., 2019). While some intuition about rescue in large communities can
be gained from two-species models (Bell et al., 2019), linking experiments with theory that explores
larger networks of interacting species may provide deeper insight.

Other factors. Various other factors have been examined experimentally. One is sequential exposure
to different stressors, where pre-exposure to one stressor can slow adaptation (Lagator et al., 2014a)
and lower the probability of short-term persistence (Samani and Bell, 2016) and rescue (Lachapelle
et al., 2017) when exposed to another. On the other hand, pre-exposure can also accelerate adap-
tation (Lagator et al., 2014a) and foster rescue contingent on short-term survival (Samani and Bell,
2016). Sequential application (or alternation) of stressors has frequently been modeled in the context
of drug and pesticide resistance (see section 5.2), but the objective is usually to determine the overall
probability of extinction, making specific assumptions about collateral sensitivity and cross resistance
between mutations. More general models of sequential stressors, including demographic impacts on
genetic diversity – which have been shown to reduce the chances of subsequent rescue in flour beetles
(Olazcuaga et al., 2023) – as well as pleiotropic effects of rescue mutations across environments and
physiological responses, may not only help synthesize and generalize the experimental findings. By
doing so, they may also be informative for models of drug resistance evolution. Another factor studied
is environmental fluctuations, which were found to decrease the probability of rescue in bacteriophage
under warming (Hao et al., 2015), as predicted when rescue is likely (Peniston et al., 2020). Environ-
mental fluctuations were also found to slow adaptation of green algae to increasing salt concentrations,
but contrastingly improved growth at lethal levels (Shibasaki and Yamamichi, 2024), consistent with
a tailored model (Shibasaki and Yamamichi, 2024). Negative density-dependence has been shown to
decrease the probability of rescue in flour beetles (Olazcuaga et al., 2024), as expected (Chevin and
Lande, 2010; Nordstrom et al., 2023), as has the recessivity of rescue mutations in diploid yeast (Ono
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et al., 2024), as predicted (Uecker, 2017). In a long-term experiment, Ravi Kumar et al. (2025) charac-
terized multiple life-history traits of experimental founder populations of flour beetles and tracked the
population sizes of adults and larvae after an abrupt switch to a new food source, finding a long-lasting
impact of founding population identity on population size and identifying a fast development rate as a
particular important trait. The detailed data set calls to be combined with stage-structured models.

6.1.3 Studies combining theory and experiments

Few studies combine theory and experiments. Those that do often present a conceptual model that
is neither closely tailored to the experiments nor parameterized by data but is able to explain or re-
produce the observed dynamics. For example, Bell et al. (2019) complemented experiments on rescue
in communities of phytoplankton and zooplankton stressed by acidification by a predator-prey model
that, at least for the chosen parameters, mirrors the dynamics of the experiment. More complex models
were developed by Gandon et al. (2024) and Shibasaki and Yamamichi (2024), who both combined
theory and experiments. Gandon et al. (2024) built a model of pathogen adaptation to host popu-
lations with various resistance profiles, using phages and bacteria with CRISPR-Cas immunity as an
elegant experimental system. Shibasaki and Yamamichi (2024) combined a quantitative trait model
with experiments of the alga Chlorella vulgaris under salt stress to study adaptation to a deteriorating
environment superimposed with additional fluctuations in the level of stress. In the following, we dis-
cuss two studies in more detail – Hermann and Becks (2022) as a rare example of an experiment (and
model) that was directly motivated by preceding theory and Gifford et al. (2023), which closely tailored
and quantitatively compared a model to experiments.

The original model of indirect evolutionary rescue (Yamamichi and Miner, 2015) states that when
environmental change causes the number of predators to decline, so too does the benefit of costly
defense against the predator, leading to the evolution of less defended prey and predator persistence.
To see this experimentally, Hermann and Becks (2022) established a chemostat system composed of a
rotifer (predator) and two algal clones (prey), one more defended than the other, and exposed it to salt
concentrations that harm only the rotifer. They also set up a model to match their experimental system,
which in particular assumes two discrete prey types rather than the previously-assumed continuum
(Yamamichi and Miner, 2015). Both experiment and theory demonstrated that a sufficient initial
frequency of undefended prey allows the predator to persist in harsh environments. While the model
reflects the general features of the experimental system, the results are compared only qualitatively.

This is different in the study by Gifford et al. (2023), who investigated the role of mutators in the
evolution of multi-drug resistance. Populations of E. coli with varying initial mutator frequencies were
exposed to either one or two antibiotics. Mutators fostered the emergence of double resistance not only
under combination treatment but also under exposure to a single drug. Gifford et al. (2023) then closely
tailored a model to these experiments, including careful parameterization, which gave an impressive
quantitative agreement (compare their Fig. 1 and 3 and see the statistical comparison in their SI).
What is more, the close match between model and experiments showed that the experimentally observed
dynamics of multi-drug resistance evolution could be entirely explained by the acquisition of mutations
in the respective target genes, enabled by the high mutation rate of the mutator strain. Changes in
multi-drug efflux pumps or additional mutation rate evolution, both observed in the experiments, do
not need to be invoked, which would have been difficult to conclude experimentally.

Besides these studies that belong to the evolutionary biology literature, there are some specific studies
on antibiotic resistance evolution combining models and experiments. For example, Campion et al.
(2005) set up models for resistance evolution, taking into account the concentration-dependent effect
of the drugs (pharmacodynamics) and the decay of the antibiotic over time (pharmacokinetics), and
fits them to data from in vitro experiments. The model with the best fit is then applied to predict
which treatments would eliminate the bacterial population, which is in turn confirmed by experiments.

6.1.4 Gaps and future suggestions

Many experimental evolutionary rescue studies are based on serial transfer experiments an inherent
feature of which are periodic bottlenecks as small inocula are transferred to new medium in regular
intervals. Indeed, the stress itself is often not sufficiently strong to suppress growth (e.g., below the
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minimal inhibitory concentration for antibiotics) and only leads to population decline in combination
with these repeated drastic reductions in the population size. It is well-known that the frequency and
size of bottlenecks influence evolutionary dynamics (Raynes et al., 2014; Garoff et al., 2020; Mahrt et al.,
2021; Izutsu et al., 2024). While there is substantial theory on the role of bottlenecks in adaptation,
these usually are placed in a regime where the wild-type population is not threatened by extinction
(Wahl et al., 2002; Wahl and Zhu, 2015; LeClair and Wahl, 2018). Exceptions are the model by Martin
et al. (2013), which includes bottlenecks into the basic population genetics framework of one-step
rescue after an abrupt change (with multiple rescue alleles) and (Gifford et al., 2023), discussed in
the previous section, which closely tailored the model to experiments. Introducing bottlenecks into the
existing rescue models with complex genetics or ecology would tie them more closely to experiments
and likely bring forward new results.

A key predictor of rescue to a stress is the state of the population when that stress is applied. The
state of the population is affected by prior exposure to that stress, prior exposure to other stressors, and
demographic history. These factors are explored in many experiments but are generally lacking in theory.
In particular, many experiments expose a population to one or more stepwise increases in a stressor
before final exposure to a lethal dose (e.g., Samani and Bell, 2010; Lindsey et al., 2013; Gonzalez and
Bell, 2013). Similar to evolution on a gradient in space (section 6.1.2), population genetics models
with multiple environmental states and multi-step rescue, e.g., as used for adaptation to gradual change
(Matuszewski et al., 2015), could be interpreted and applied more in this context. These models capture
empirically observed effects such as changes in the rank-order of genotypic fitnesses across environments,
e.g., mutations that help with mild stress may be detrimental at higher stresses (Toll-Riera et al., 2022)
or the other way round (Mongold et al., 1999; Guzella et al., 2018), and (sign) epistasis, which can
cause the selectively-accessible mutational paths to rescue to vary with the rate of environmental change
(Lindsey et al., 2013). Such effects also impact standing genetic variance. While many rescue models
assume rescue mutants are costly pre-change, experiments show that some rescue mutants are not
measurably deleterious (Batarseh et al., 2020) and mutants that rescue populations from harsh changes
may not be more deleterious than those that rescue populations from mild changes (Harmand et al.,
2017).

Much of evolutionary rescue theory assumes the standing genetic variation is at mutation-selection bal-
ance, which may be hard to achieve in experiments and far from the truth in nature. For example, under
a simple deterministic model of mutation and selection, p(t+1) ≈ µ+ p(t)(1− s), the initial deviation
from mutation-selection balance decays like (1 − s)t. This means that populations starting with no
mutants (e.g., exponentially growing from a single clone) may have average mutant frequencies well
below equilibrium for 1/s generations, which can be substantial for weakly deleterious mutations. Ap-
plying Luria-Delbrück theory to determine pre-change mutants frequencies (see section 3.1) rather than
assuming mutation-selection balance could help better connect rescue models to data from evolution
experiments. Further, interpreting Luria-Delbrück experiments as evolutionary rescue opens the door to
analyzing existing data from fluctuation assays in ways that improve our understanding of rescue. For
example, Harmand et al. (2017) performed fluctuation assays with E. coli at different concentrations
of nalidixic acid. They estimated the mutation rate to resistance as u = − ln(P0)/Nt, where P0 is the
fraction of plates with no colonies and Nt is the number of cells applied to each plate, and found that
it declined like a power-law with drug concentration. This fact can now be used in existing models of
rescue (e.g., Orr and Unckless, 2008) for general insight and prediction. More directly, 1 − P0 is the
probability of rescue. Conversely, rescue theory may be used to improve mutation rate estimates from
Luria-Delbrück fluctuation assays. In particular, it could be used to extend Luria-Delbrück theory by the
incorporation of de novo mutations emerging on the Petri dish in the presence of the stressor. Further-
more, instead of considering a fixed plating efficiency – which is in fact an establishment probability –,
plating efficiencies could a posteriori be estimated for the various genotypes from seeding experiments
(Alexander and MacLean, 2020), and this heterogeneity of plating efficiencies could be incorporated
into the modeling framework.

6.2 Predicting and identifying rescue in the wild

We now turn to natural populations, where theory is used to both predict and infer evolutionary rescue.
As discussed in section 5, many rescue models have been developed for conservation and drug resistance,
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often with the goal of prediction. While in section 5, we focused on the structure and features of models
and the relationship to general rescue models, we here focus more on the relationship between models
and data, e.g., parameterizing models to make quantitative predictions in specific scenarios. Naturally,
there is no strict division between the two sections.

6.2.1 Predicting rescue

There is considerable interest in predicting whether evolution will allow a wild population to persist
through environmental change. One popular approach for gradual environmental changes, like climate
warming, is to parameterize the critical rate of environmental change derived from a quantitative
genetics model with a moving optimum (Box 3). In some cases a point estimate of the critical rate
is possible, e.g., with long-term field data (Gienapp et al., 2013). Rescue is then predicted when the
critical rate is larger than the forecasted rate of environmental change. Though there are relatively
few parameters, there is still typically great uncertainty in their values (e.g., Couper et al., 2021),
such as the amount of genetic variation and the width of the fitness function. One way to deal with
parameter uncertainty is to calculate a distribution of critical rates from distributions of parameter
values, and then ask what is the probability that the critical rate will be greater than the realized rate
of environmental change (Radchuk et al., 2019; Diniz-Filho et al., 2019; Souza et al., 2019, 2023).
Ideally parameter estimates are also improved with additional experiments or genomic analyses (e.g.,
Couper et al., 2025). Critical rate predictions rely on knowing which traits and environmental variables
determine persistence vs. extinction. A trait-agnostic alternative is to model rates of change in fitness
using Fisher’s fundamental theorem of natural selection (Fisher, 1930) – populations with mean fitness
below replacement are predicted to be rescued when there is sufficient variance in fitness (Kulbaba
et al., 2019). The predictive power of a one-time measurement of variance in fitness will be higher
after an abrupt change, rather than in a gradually changing environment, as variance in fitness will
generally vary with environment (Peschel and Shaw, 2024). A more tailored approach, but one that
requires more parameter estimates, is to simulate the demographic and evolutionary dynamics. This
can be done at varying levels of complexity, from running ecological niche models for multiple sets of
genotypes (Razgour et al., 2019; Nukazawa et al., 2023; Azevedo et al., 2024), to numerically iterating
population-mean trait values in species distribution models (Bush et al., 2016), to tracking distributions
of trait values and population size with integral projection models (Ge et al., 2024; Clark-Wolf et al.,
2024; Anderson et al., 2025), to stochastic individual-based simulations (Fournier-Level et al., 2016;
Cotto et al., 2017; Devresse et al., 2025), including those that vary management actions (Bay et al.,
2017; Vedder et al., 2022). These simulation approaches can include extensive amounts of data, such
as complex genetic bases from genomic prediction (Fournier-Level et al., 2016) and decades of field
observations (Clark-Wolf et al., 2024).

Of course, predictions are also desired in the context of drug and pesticide resistance. Models to predict
resistance evolution have been developed across systems for example for insects, fungal pathogens,
bacteria, or cancer, reviewed with connections to data by Tabashnik (1990); van den Bosch et al.
(2015); Blanquart (2019); Scibilia et al. (2025) respectively. Predictions can be made at different
scales, e.g., the evolution and spread of antibiotic resistance can be predicted at the scale of individual
patients, hospitals, networks of hospitals, and communities (reviewed in Blanquart, 2019) or entire
countries (e.g., for tuberculosis by Sharma et al., 2017). Similarly, predictions for resistance of pests
to pesticides or pest-resistant crop cultivars can be made at the scale of fields (e.g. Holmes et al.,
2022) or the landscape (e.g Papaïx et al., 2018). Many models are tailored to specific species such
as Johnsongrass (Holmes et al., 2022), the fungal plant pathogen Zymoseptoria tritici (Taylor and
Cunniffe, 2023a), species of helminths (Patel et al., 2025) or to specific cancer types such as melanoma
(Smalley et al., 2019). Just as the models discussed in the previous paragraph, these models require
parameterization or a parameter sensitivity analysis, when reliable estimates are lacking (Tabashnik,
1990; Brady and Enderling, 2019).

Predicting the effect of control strategies is especially of interest (Lässig et al., 2017), and models have
a tangible impact in proposing evolution-informed treatments. For example, right from the introduction
of Bt crops – (usually transgenic) crops that produce Bacillus thuringiensis (Bt) insecticidal toxins –
evolution-informed control has been implemented to prevent the evolution of resistance by applying
the refuge strategy (Tabashnik et al., 2008, 2013; United States Environmental Protection Agency,
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2026). In this strategy, which had originally been proposed to manage insecticide resistance (see also
section 3.2), susceptible non-toxin producing crop plants are planted along with resistant Bt cultivars
to maintain an insect population sensitive to the toxin. Patterns of insect resistance evolution to
the Bt toxins (or its absence) are broadly consistent with theoretical predictions (Tabashnik et al.,
2013). In evolutionary oncology, a treatment proposed by modeling is adaptive cancer therapy in which
treatment is paused once the cancer has shrunk sufficiently and is only resumed once it has regrown to
a certain size, thereby suppressing resistance by exploiting competition between resistant and sensitive
cells (Gatenby et al., 2009). Adaptive therapy has been modeled for various cancer types such as
prostate cancer (Zhang et al., 2017) or melanoma (Smalley et al., 2019), and shows successful results
in animal models (Smalley et al., 2019) and clinical trials (Zhang et al., 2017, 2022; West et al., 2023;
Scibilia et al., 2025). Both the refuge therapy and adaptive cancer therapy rely on maintenance of a
sensitive insect or cell population and therefore resistance evolution does not strictly constitute a rescue
scenario. By contrast, the more recently proposed ‘two-strike’ strategy, where the drug gets switched
once the cancer has been reduced to a small size, aims at extinction of the cancer (Gatenby et al.,
2020; Patil et al., 2025). This strategy is also already subject to clinical trials (Scibilia et al., 2025).
Precision medicine in cancer treatment where evolution is predicted in a given patient is a topic of
intense ongoing research (Lipinski et al., 2016) and there are concrete plans to incorporating modeling
into treatment in real-time (Scibilia et al., 2025).

6.2.2 Identifying rescue

Identifying whether (and if so how) rescue has occurred in a wild population is difficult. To unambigu-
ously identify rescue, we need to document evolutionary change and, most difficultly, show that without
it the population would have gone extinct (Gomulkiewicz and Shaw, 2013). Despite this, there are a
number of potential examples of evolutionary rescue in the wild (reviewed in Vander Wal et al., 2013;
Carlson et al., 2014) but, even in seemingly clear cases of rescue, uncertainty remains. As an example,
in Box 7 we discuss the case of Tasmanian Devils evolving resistance to facial tumours, where models
have been used to predict the probability of extinction with and without evolution (Clement et al.,
2024). The probability of extinction without evolution is key here as parasites may not always drive
non-evolving hosts to extinction (Golas et al., 2021). Empirically-parameterized models have also been
used to determine if evolution rescued a native forb from an invading competitor (Dostál, 2022) and the
role of a seed bank in preventing demographic recovery of an annual plant to severe drought (Benning
et al., 2023). There are a number of other cases of purported rescue where we have both demographic
and genetic data (Gignoux-Wolfsohn et al., 2021; Anstett et al., 2024) or phenotypic and genetic data
(Salamon et al., 2025) through time; tailoring models for these systems may help determine the link
between evolution and persistence.

The strongest evidence of rescue (or rescue-related scenarios) comes from cases of resistance evolution,
as here we on purpose manipulate the environment to cause extinction, often monitor the population
and evolutionary dynamics, and often have many (uncontrolled) replicates. Concrete examples are
Figure 2 in Hokanson et al. (1977) and Figure 2 in Wei et al. (1995), which show U-shaped curves
for the dynamics of cancer and viral RNA of HIV respectively. The model of a declining drug-sensitive
and an increasing drug-resistant population are used to explain the data in Hokanson et al. (1977) and
to obtain parameter estimates in Wei et al. (1995). Similarly, during the Covid pandemic, rescue-like
dynamics could be observed in Germany (and presumably many other countries) when interventions were
sufficient to suppress the circulating variant, leading to an exponential decline of cases, but the more
transmissible alpha-variant was able to spread causing an exponentially growing number of infections,
akin to the exponentially decaying wild-type and the exponentially growing mutant population in the
basic population genetics model discussed in section 2.2 (see Fig. 4 in Traulsen et al., 2022). Based
on the number of cases caused by each variant, the rebound in overall case numbers can be predicted
before it occurs.

In many cases we will be lacking demographic and/or evolutionary data during a natural rescue event.
However, we may be able to draw conclusions retrospectively by sequencing populations suspected to
have undergone rescue and inferring their demography and evolution from genomic data alone. In the
simplest scenario, rescue after an abrupt environmental change is a population bottleneck that is ended
by a selective sweep, both of which are routinely detected from genomic data. Not surprisingly then,

28



a number of papers now claim to observe signatures of past evolutionary rescue from contemporary
genomes (Oziolor et al., 2019; Garcia-Ulloa II et al., 2021; Fulgione et al., 2022). These studies help
determine the timing and extent of the population bottleneck and regions of the genome that were
recently under strong selection. Theory developed to determine the expected genomic signatures of
rescue by a selective sweep after an abrupt change (Osmond and Coop, 2020) finds that a coincident
bottleneck and sweep create different signatures than a sweep in a population of constant size but that
this difference is often subtle and, more fundamentally, it will be difficult to determine when an inferred
sweep has had a causative effect on the inferred bottleneck, i.e., when evolution impacts demography.

In addition to identifying potential cases of rescue, combining models and data can also characterize how
it happens. For example, Pennings (2012) combined data from many sources, stochastic simulations,
and a simple model (matching the framework outlined in Box 4) to draw conclusions on the origin of
drug resistance – pre-existing or emerging de novo – in patients infected with HIV. Based on sequencing
data, Feder et al. (2016) detected a correlation between the probability of resistance and the occurrence
of soft sweeps, which was shortly after quantified in a general model by Wilson et al. (2017). In general,
there is ample data available in the fields of resistance evolution, such as for example on the genetic
basis of herbicide resistance and the spatiotemporal history of the underlying alleles (reviewed in Kreiner,
2026), which could be used more by modelers even outside the resistance field.

7 Conceptual coda

When we speak of evolutionary rescue, we think of a population that survives environmental change
due to adaptive evolution but that would have gone extinct without evolution (Bell, 2017). While we
all have a sense of what this means, the definition is rather vague, and we use this section to discuss
three conceptual complications that arise in defining evolutionary rescue.

7.1 What is the meaning of “no evolution”?

We first need to establish a no-evolution scenario for comparison. But what is the meaning of ‘no
evolution’? For models of evolutionary rescue by de novo mutations, we could simply set the mutation
rate to zero. Similarly, if a rescue mutant pre-exists at a very low frequency, we could compare to
a population without that variant (and without new mutations). When there is more substantial
heritable variation in fitness, as in quantitative genetics models, one could remove all variation by
giving every individual the mean trait value at the time of environmental change (e.g., Golas et al.,
2021; McManus et al., 2021), but this reduces the variance load and would be difficult to achieve in
experiments. Alternatively, a no-evolution-by-natural-selection scenario can be imposed by removing
heritability. This can be done by choosing the trait value of every offspring either from the distribution
at the time of environmental change, from the distribution of environmental effects on phenotype (e.g.
Devresse et al., 2025), from the distribution of phenotypes of the parental generation, or by reshuffling
phenotypes among individuals (Matz et al., 2020). In experiments, a similar effect to the first option
could be achieved by re-sampling individuals from a stock population each time-step (e.g., Zhang and
Buckling, 2011). After an abrupt environmental change, no heritability implies a constant mean fitness
in a deterministic treatment (e.g., Gomulkiewicz and Holt, 1995). Stochastic models with no heritability,
e.g., birth-death processes with non-heritable phenotypic variability (a special case of Carja and Plotkin,
2019), are needed to calculate probabilities of extinction and extinction time distributions.

7.2 Persistence in the absence of evolution

In most situations of rescue we think of extinction being certain in the absence of evolution (left panel
of figure 3a), i.e., of situations in which population mean fitness remains below one until extinction
(e.g., Gomulkiewicz and Holt, 1995). Then any population that survives is considered rescued and the
fraction of surviving replicates is the probability of rescue. But what about scenarios where extinction
in the absence of evolution is not certain (right panel of figure 3a)? For example, a parasite might
drive a host population to low numbers, reducing its own ability to infect and therefore allowing
the host population to rebound (Golas et al., 2021). In the process the host population may go
extinct by demographic stochasticity, but extinction is not certain, even in the absence of evolution,
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P (extinction | no evolution) < 1. By increasing resistance to the parasite, evolution may reduce the
chances of extinction, P (extinction | evolution) < P (extinction | no evolution) or, phrased differently,
increase the chances of persistence, P (persistence | evolution) > P (persistence | no evolution). In
these situations it becomes impossible to know for any given realization if an evolving population’s
survival was due to evolution.

Figure 3: Illustration of conceptual challenges with the definition of evolutionary rescue. Panel a: Popu-
lation trajectories of replicate populations exposed to environmental change (red lines – with evolution:
grey lines – without evolution). If the environment does not improve (i.e., the mean fitness w̄0 of the
non-evolving ancestral population remains below 1), all populations go extinct without evolution (left
side). By contrast, if the environment improves after some time, lifting w̄0 above 1, some populations
may survive even without evolution (right side). However, adaptive evolution increases the chance of
survival, and more populations persist. Panel b: Cumulative distribution of extinction times with and
without evolution over a long time frame. Following environmental change, both evolving and non-
evolving populations persist initially but then the non-evolving population inevitably goes extinct, while
the evolving population has a positive chance to survive the change. However, the environment does
not stay constant indefinitely and over the course of a series of three environmental changes, even the
evolving population goes extinct in the example. When we speak of evolutionary rescue, we usually
refer to a specific change, for example the first one in the graph.

How do we quantify the probability of rescue in scenarios where extinction in the absence of evolution is
not certain? One option is the excess probability of survival with evolution (Golas et al., 2021). Letting
A be persistence with evolution and B be persistence without evolution, this is Pexcess = P (A)−P (B).
Perhaps more consistent with verbal descriptions of rescue, we can also consider the probability that
a given realization survives provided it would have gone extinct without evolution. With complements
indicating extinction, this probability is given by

Pcond = P (A|Bc)

= P (A ∩Bc)/P (Bc)

= [P (A)− P (B) + P (Ac ∩B)]/P (Bc).

(1)

The event Ac ∩ B is extinction with evolution but survival without, i.e., evolutionary suicide. If evo-
lutionary suicide cannot occur, Pcond corresponds to the excess probability scaled by the extinction

30



probability in the absence of evolution. Which of the two probabilities, Pexcess or Pcond, we are in-
terested in depends on the context and the precise question we are asking. For example, consider an
experiment where out of 100 replicate populations, 90 survived when allowing evolution but only 60
survived when disallowing evolution. When we ask how many of the evolving populations survived due
to evolutionary rescue, we would answer by (90−60)/100 = 30% (disregarding the possibility of evolu-
tionary suicide), which corresponds to Pexcess. But if we asked about the probability of a population to
survive due to evolution if doomed otherwise, we would answer by 3/4, which is Pcond. If the numbers
were 40 and 10 instead, Pcond would only be 1/3, while we could still say that 30% of the populations
survived thanks to evolution (Pexcess = 30%). We could of course ask further questions such as whether
a population that survived did so due to evolution or would have survived anyways, which would be 1/3
and 3/4 respectively for the two numerical examples.

In either case, we might calculate each of the component probabilities, e.g., P (A) and P (B), by running
independent sets of simulations for each. Ideally, however, we would like to know how evolution
would have affected the no-evolution simulations and whether any given evolving population would
have persisted in the absence of evolution. The issue of appropriate counterfactuals arises in other
fields, such as comparing disease spread with and without interventions (Hudgens and Halloran, 2008;
Kaminsky et al., 2019), which we could learn from both for the implementation of simulations and the
interpretation of empirical data.

7.3 The relevant timescale

Another complication in the definition of rescue is that in the very short term every population persists
and in the long run a population (if it did not go extinct) will experience further environmental changes
beyond the focal one. When we calculate the probability of rescue we are therefore implicitly choosing
a timescale (Martin et al., 2013). Consider a series of abrupt environmental changes, which could be
quite different stresses. In the scenario shown in Figure 3b, it takes some time for any population to go
extinct after the first change, regardless of evolution, and evolution is insufficient to allow persistence
through all changes. In this case what we typically mean by ‘the probability of rescue’ is the probability
of persisting through the first change. To more explicitly determine the timescale of rescue we need to
calculate the effect of evolution on persistence over time.

We can start to learn about the relevant timescale of rescue from studies that have calculated distribu-
tions of extinction times with evolution, P (Text ≤ t) = 1−P (At), where At denotes persistence up to
at least time t. For example, the distribution of extinction times after an abrupt change was calculated
for a one-locus two-allele model with standing genetic variation (but without de novo mutations) by
combining two single-type branching processes (Holt and Gomulkiewicz, 1997). Gomulkiewicz et al.
(2017) extended this by considering arbitrarily many types in a continuous branching diffusion and
examined the effect of a new mutation present at a given small frequency by the time of environmental
change. Anciaux et al. (2019) also used a continuous branching diffusion to calculate extinction times
for an asexual population with many types, finding a convenient approximation assuming deterministic
evolution. This latter approximation was later applied to sexually-reproducing populations as well (Xu
et al., 2023). By comparing to extinction times in matching no-evolution scenarios (see above), P (Bt),
these approaches can be used to quantify the effect of evolution on persistence in the short term. For
example, Figure 4a shows P (Bt) (dashed blue curve) and P (At) (dash-dotted yellow and solid pink
curves) from two single-type branching processes (equivalent to Holt and Gomulkiewicz, 1997, but in
continuous time), which can be used to calculate Equation 1 over time (since evolutionary suicide is
not possible here). When the mutant is beneficial but not able to persist long-term (as its birth rate
is smaller than its death rate, λm < µm, yellow curve), evolution may still prolong persistence and
both the unconditioned and conditioned excess probabilities, Pexcess and Pcond, become zero eventually
(Panels b and c). When the mutant is able to persist in the long-term (as its birth rate is larger than its
death rate, λm > µm, pink curve), both probabilities converge to an asymptote, which coincides with
the probability of ultimate population survival in the example as extinction is certain in the absence of
evolution. To include de novo mutations, results from the mathematical literature could be harnessed
(Heinzmann, 2009). Branching process models allow indefinite persistence, approximating populations
with large carrying capacities; following successful adaptation, longer-term extinction probabilities for
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populations with smaller carrying capacities may be derived with help from the ecological literature
(Ovaskainen and Meerson, 2010).

In addition to determining the timescale that is relevant for evolutionary rescue, calculating extinction
times with and without evolution may also help integrate with experiments because experimental data
often contain more information than simply scoring populations as extinct or not.

8 Conclusion/Summary

The concept of evolutionary rescue can be traced back to the confluence of ecological and evolutionary
theory in the 1990s. Independently, and under other names, rescue scenarios are modeled in the contexts
of drug resistance and Luria-Debrück experiments, with models having appeared decades earlier (e.g.,
Lea and Coulson, 1949; Nissen-Meyer, 1966). This older literature contains impressive insight and
modeling approaches that can inform modern rescue theory. Models of resistance evolution often deal
with the same themes as other models of rescue, such as the genetic architecture underlying rescue and
the type of stress imperiling persistence. Increased crosstalk between contexts, and between resistance
theory for different organisms, would be beneficial. General rescue theory could perhaps play a role in
synthesizing theory across organisms as well as in linking theory for resistance evolution and conservation.

Rescue theory has expanded greatly in recent years, exploring the role of many genetic, ecological, and
environmental factors. In addition to many specific new insights, such as the complex dependence of
rescue on its genetic architecture, this body of theory may have also shifted our perspective on the
prospects of rescue. The conclusions from early models of abrupt change (Gomulkiewicz and Holt,
1995; Orr and Unckless, 2008) were pessimistic, suggesting that only large and mildly maladapted
populations will be rescued. By considering additional complexities, such as plasticity, spatial structure,
and species interactions, more recent rescue theory outlines ways that smaller populations may persist.

A large number of experiments examining evolutionary rescue have now been performed. Despite
substantial cross-referencing, theoretical and experimental work has been done mostly independent
from one another, often driven by similar interests in the same genetic or ecological factors that are
known to be of importance for adaptation from general evolutionary theory. Experimental results are
often broadly consistent with theory, both being explained by the same general evolutionary principles.
With respect to more specific predictions, the largely independent development of theory and experiment
often complicates meaningful comparisons. Close ties between both – e.g., experiments testing a specific
idea from a theoretical study or theory tailored to a specific experiment to explain results – are rare.
Nevertheless, examples of experiments (or real-world data) matching theory demonstrate the power of
models to predict, capture, and explain empirical observations. Besides the co-development of theory
and experiments, it would be similarly helpful if more modeling studies presented predictions in ways
that make them directly accessible to experimental tests and if more experimental studies set out to
test specific theoretical predictions.

Rescue has applied relevance in conservation, medicine, and agriculture. It is particularly noteworthy
that application of theory to address contemporary challenges does not necessarily rely on complex
models. For example, the fundamental quantitative genetics model for adaptation to gradual change
(Lynch and Lande, 1993; Bürger and Lynch, 1995), developed in the 1990s, is used to predict whether
a species is expected to survive forecasted climate change. In contexts of resistance, the refuge strategy
applied to manage resistance to Bt crops traces back to fundamental population genetics models
(Comins, 1977; Taylor and Georghiou, 1979). Similarly, the two-strike therapy under clinical trial
originated in basic evolutionary models (Gatenby et al., 2020; Patil et al., 2025). Going forward,
theory needs to be better informed by data from natural populations. In particular, we can now
use genomic tools to explore the genetic underpinnings of evolutionary rescue in the wild, e.g. by
identifying QTLs that are directly linked to the phenotype that allows survival in the new environment
and by following changes in allele frequencies that may be linked to selection. Connecting what we can
measure and observe to what we can model remains a huge continued challenge. While we often lack
data to parameterize models for conservation, ample field and clinical data is available from monitoring
resistance evolution. This data cannot only be used for applied models in these fields, but could also
be informative for general theory.
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We hope this review inspires progress in the study of evolutionary rescue, an important topic at the
intersection of evolution and ecology of great applied relevance.
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Figure 4: Distribution of persistence times (a), excess probabilities (b), and conditioned excess probabil-
ities over time (c). The graphs compare the following scenarios: extinction of a population (i) composed
entirely of wild-type individuals with negative growth rate −r < 0 (dashed blue line), (ii) composed of
mostly wild-type individuals and a fraction p0 of beneficial non-rescue mutants with negative growth
rate −r+sb < 0 (dash-dotted yellow line), (iii) composed of mostly wild-type individuals and a fraction
p0 of rescue mutants with positive growth rate −r+ sR > 0 (solid pink line). No new mutations occur
during population decline. The definition of Pcond(t), generalized from Eq. (1), is only practical if the
risk of extinction without evolution is not vanishingly small. As visible in the inset of panel c, for small
times, when extinction with and without evolution is very small (compare also to panel a), Pcond(0) is
zero and then shoots up to values close to 1, which is due to a vanishingly small fraction of extinctions
without evolution. For reference, we indicate in the graphs the time at which the extinction risk of a
purely wild-type population is 10% (thin vertical line). Prescue denotes the probability of ultimate pop-
ulation survival. Since in the considered scenario, all populations go extinct in the absence of evolution,
all proposed measures of rescue converge to this value for large times t. The distributions of persistence
times are derived by jointly considering two single-type branching processes, as proposed by Holt and
Gomulkiewicz (1997) and executed by Gomulkiewicz et al. (2017) based on branching diffusion. Details
can be found in section S2 of Supplementary File S1. Parameters: p0 = 0.01, sb = 0.07, sR = 0.09,
N0 = 10, 000, r = 0.08; all types have the same death rate µ = 1.0.
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Box 1: The back story to Gomulkiewicz and Holt (1995), by Bob Holt

The population geneticist Richard Gomulkiewicz (1962-2023) was scheduled to give the plenary
at the workshop ‘Mathematical Models of Evolutionary Rescue’ held in Plön in June 2023.
After his tragic, unexpected death on March 23, 2023 (see Holt et al. 2023 for an obituary),
the workshop organizers asked me to speak in his place, and in his honor. They suggested that
because I had coauthored the paper introducing the term ‘evolutionary rescue’ (Gomulkiewicz
and Holt, 1995), it would be fitting to provide a historical perspective on the origins of that
paper, both in my talk, and as this Box in the emergent synthetic review.
Richard and I first met in 1991, when I helped recruit him to join the faculty at the University
of Kansas. We hit it off immediately and had complementary research interests and expertise.
Richard was a skilled and rigorous applied mathematician with expertise in population and
quantitative genetics, and an abiding interest in applied ecology. I am a theoretical ecologist
concerned with the integration of ecology and evolution. In conversations during his interview
and after his move to Kansas, we mulled over issues of evolution in changing environments,
and the task of understanding the ecology and evolution of species’ range limits, two areas of
inquiry at first glance distinct but in fact linked at a deep conceptual level. We focused on
how two papers of mine recently published or in process (Holt, 1990; Holt and Gaines, 1992)
might be extended. One had to do with evolution in changing environments, the other, the role
of spatial demography in explaining niche conservatism and the evolutionary stability of range
limits. Richard was intrigued with this line of collaborative research, tying together seemingly
disparate strands of thought, because it provided an arena for him to apply his considerable
skill set in theoretical population genetics, and also because of its patent implications for many
applied issues.
In Holt (1990) I had reflected on the microevolutionary dimension of climate change. One sec-
tion of that paper, titled “When does natural selection retard extinction?”, included a summary
of Pease et al. (1989), possibly the earliest evolutionary rescue model. Their model explored
species’ persistence via range shifts in continually changing environments, by splicing an evo-
lutionary quantitative genetics model with a reaction-diffusion population dynamic model. The
authors (whom Richard knew) considered a species distributed along a smooth environmental
gradient; its locally optimal phenotype changed linearly in both space and time. I noted that ap-
plied to a closed population (e.g., an island), the deterministic persistence condition was simply
that the additive genetic variance in absolute fitness had to equal or exceed the constant rate
of environmental decay in average fitness. It occurred to me (and I suggested to Richard) that
it would be instructive to examine alternative spatiotemporal scenarios, the simplest being an
abrupt step-change in the local environment of a closed population, and to assume heuristically
a threshold density below which one could assume extinction was inevitable. We worked through
the logical consequences of these assumptions – this led to the 1995 paper (Gomulkiewicz and
Holt, 1995).
This scenario also tied in with understanding species’ range limits in stable environments. Bar-
ring absolute dispersal constraints, a range limit will be ecologically stable only if colonizing
episodes (with individuals drawn from persisting populations) landing outside the extant range
consistently fail to establish viable populations. Persistent populations are “sources”, the habi-
tats with recurrent colonization failures, “sinks”. In a paper in the works in 1991 (Holt and
Gaines, 1992), I noted (p. 435) two ways a population might suddenly find itself outside its
niche (environmental conditions permitting persistence). First, in a closed population, abrupt
environmental change could push a population outside its niche – the step-change scenario of
Gomulkiewicz and Holt (1995). Second, in spatially open systems, a pulsed dispersal event
could take an aliquot of a species from a habitat where it persists just fine (a ‘source’, where
its r > 0) into a habitat where the environment lies outside its niche (a ‘sink’, where r < 0),
with no further immigration.
This does not fundamentally differ from the first scenario, except in starting conditions (col-
onizing propagules likely have low abundance and genetic variation, compared to established
populations). A range limit along a gradient will be evolutionarily stable, if propagules coloniz-
ing beyond that limit routinely decline to extinction, rather than adapting. Each colonizing bout
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in effect provides a fresh opportunity for evolutionary rescue – or not. Evolutionary stability of
range limits could reflect the fact that rescue is rare or even impossible during colonization in
environments outside the current niche of the species.
These papers prompted Richard and I to craft an NSF proposal (funded in early 1996) titled
“Niche Conservatism: A Population Dynamic Perspective”, which first summarized the 1995
paper, then proposed elaborations, such as applying branching process theory with demographic
stochasticity to rescue in clonal species (Holt and Gomulkiewicz, 1997; Gomulkiewicz et al.,
1999), examining explicit multilocus models (Gomulkiewicz et al., 2010), and outlining theo-
retical directions for models of ‘black hole’ and ‘leaky’ sinks (see Box 6). Richard moved to
Washington State University in 1996, but we continued collaborating, including exploring how
our abstract ideas pertained to issues in applied ecology (Holt and Gomulkiewicz, 2004; Holt
et al., 2005), and developing general evolutionary theory (Barfield et al., 2011) with implications
for evolutionary rescue and many other topics. Beyond our joint work, Richard examined de-
mography as constraints in evolution (Gomulkiewicz and Houle, 2009) and applied evolutionary
rescue and source-sink theory to the evolution of antibiotic resistance in microbes (Sokurenko
et al., 2006).
From 1995 until 2023, Richard and I (often with the help of my long-term research associate
Dr. Michael Barfield) coauthored 15 papers (including one still in review), 13 of which dealt with
evolutionary rescue in closed populations, or evolution in source-sink systems. We planned many
more. It was an honor and pleasure to engage with Richard Gomulkiewicz’s sharp intelligence
and engaging persona, and I will be forever grateful to have had the pleasure of this long
collaboration.

36



Box 2: Evolutionary rescue models to inform coral reef conservation

Rising sea temperatures are causing unprecedented declines in coral reefs. Yet, corals harbor
genetic variation in heat tolerance (Dziedzic et al., 2019; Drury, 2020) – including local adap-
tation to a wide range of temperatures across space (Dixon et al., 2015) – and show thus
adaptive potential. What role, if any, could evolution play in their struggle for persistence?
Eco-evolutionary modeling is key in assessing the scope for coral adaptation and in identifying
which conservation strategies may foster it. Recently, models have been applied to assess the
potential of large numbers of connected coral reefs to adapt to increasing temperatures (e.g.,
Walsworth et al., 2019; Matz et al., 2020; McManus et al., 2021). In these models, reefs ex-
perience different sea surface temperatures as well as different rates of temperature increases,
depending on their geographical locations. Larvae disperse between reefs, and the reefs thus
form a network whose structure can, for example, be obtained from ocean circulation models.
Assuming various degrees of genetic variance or phenotypic heritability, the models are applied
to generate (qualitative) predictions of future coral reef cover and to identify the factors that
determine the fate of a reef. All the above studies unanimously find that corals will go extinct
in the absence of heritable adaptive variation (and thus evolution) but that evolution can enable
at least partial persistence of coral reefs, highlighting the importance of evolutionary rescue
in the persistence of coral reefs (see Figure B2.1 below). Besides genetic variation, dispersal
of larvae is essential. While gene flow from cold to warm reefs is maladaptive, the positive
effect of dispersal seems to dominate: the demographic effect of augmenting local population
sizes where necessary and the evolutionary effect of immigration of larvae from warm to cold
areas, i.e., larvae that are pre-adapted to warm temperatures to areas that experience warming.
Adaptation in cold reefs seems to mostly rely on this immigration while hot reefs adapt from
local genetic variation.
The insights from eco-evolutionary modeling result in concrete recommendations for conserva-
tion actions, as advocated for in Colton et al. (2022). These recommendations especially concern
the choice of reefs for protection from other stress, such as sewage pollution and overfishing,
which leads to increased competition from macroalgae, to prevent additional population decline
(‘marine protected areas’). The models suggest that protecting a diversity of reefs is optimal –
cold reefs as climate-change refugia and warm reefs as sources of pre-adapted larvae – and that
preserving connectivity to allow for dispersal between reefs is essential. Importantly, ignoring
the potential for evolution may lead to the identification of sub-optimal strategies such as the
popular ‘refugia’ strategy, which entirely focuses on the protection of cold reefs. All studies find
that adaptation is more likely under slower warming, highlighting a reduction of gas emissions
as the most important action on a global scale.
Gathering the scientific knowledge needed for effective conservation programs is the first step to
the conservation of coral reefs – the second is to bring this science to action. NGOs contribute
to both of these aims. The Coral Reef Alliance (https://coral.org) was involved in several
of the modeling studies discussed in this box (see also Uecker, 2025). These models clearly
show that protecting diversity is key. What is currently missing are good estimates for the
adaptive genetic variation present in each reef – a gap in knowledge that the Coral Reef Alliance
currently aims to fill (Helen Fox, personal communication). The insights from the above models
will then further guide the design of networks of protected reefs. For the eventual establishment
of networks of marine protected areas, NGOs advise governments and engage with stakeholders,
which for example also includes outreach in local communities.
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Figure B2.1: Projected coral reef cover in the Caribbean, Southwest Pacific, and Coral Triangle
for different levels of genetic variance and climate change scenarios as obtained in the modeling
study by McManus et al. (2021). The lines show the mean across all reefs and the error bounds
the 25th and 75th percentiles among reefs. The two scenarios modeled correspond to an
intermediate reduction in greenhouse emissions over time (RCP 4.5; solid lines) and the worst-
case scenario of continued emissions (RCP 8.5; dashed lines); RCP stands for ‘Representative
Concentration Pathways’, which represent projections of future greenhouse gas concentrations
under various emission scenarios. The figure shows that without the capacity to evolve (‘no
genetic variance’), the coral reefs will go extinct, irrespective of the rate of environmental
change (purple color). For a large enough genetic variance (light green), the reefs survive
for both slow and fast environmental change, while for smaller genetic variance, successful
adaptation crucially depends on the rate of environmental change (dark green). Figure adapted
from Figure 1 in McManus et al. (2021) based on the data publicly available on Zenodo (doi:
10.5281/zenodo.4784134).
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Box 3: The fundamental quantitative genetics models rescue

Let an individual’s phenotype be the sum of an additive genetic and environmental component,
z = g + e, which are independent with means ḡt and 0 and variances σ2

g,t and σ2
e . Assume

non-overlapping generations and that the absolute fitness of an individual with phenotype z is

where Wmax is the maximum fitness, 1/ω2 is the strength of stabilizing selection on phenotype,
and θt is the optimum phenotype in generation t. Assuming z is normally distributed, the
population mean viability is

Wt = Wmax

√

ω2

Vt

exp

[

−
(θt − ḡt)

2

2Vt

]

, (B3.1)

where Vt = σ2
g,t+σ2

e+ω2. Assuming also a constant genetic variance, σ2
g,t = σ2

g and Vt = V , and
an optimum that can change linearly in time, θt = kt, the mean genotypic value in generation
t is normally distributed with expectation (Lande, 1976; Bürger and Lynch, 1995)

E[ḡt] = kt−
k

φ
[1− (1− φ)t] + (1− φ)tḡ0, (B3.2)

where φ = σ2
g/V . The variance can also be derived (Lande, 1976; Bürger and Lynch, 1995).

Abrupt environmental change
Following an abrupt environmental change, such as the introduction of a pollutant or antibiotic,
a population may suddenly find itself so maladapted that its mean fitness is below replacement,
W t < 1, causing population decline. Evolutionary rescue occurs when a population persists by
evolving fast enough that mean fitness rises above replacement before extinction.
Assuming deterministic evolution, ḡt = E[ḡt], and density-independent deterministic demogra-
phy, the population size in generation t is

Nt = N0

t−1
∏

i=0

W i.

Using (B3.1) and (B3.2) with a static optimum (k = 0) initial mean deviation from the optimum
θ − ḡ0 = d̄0, this simplifies to

Nt = N0

(

Wmax

√

ω2

V

)t

exp

[

−
d̄20
2V

1− (1− φ)2t

1− (1− φ)2

]

.

With deterministic demography no population ever truly goes extinct and so instead of asking if
a population persists we ask how long a population spends below some critical size, Nc. Setting
Nt = Nc and rearranging, the times the population crosses this threshold are the solutions, t,
to

ln
Nc

N0
= t ln

(

Wmax

√

ω2

V

)

−
d̄20
2V

1− (1− φ)2t

1− (1− φ)2
,

which is equation 7 of Gomulkiewicz and Holt (1995). The crossing times are found numeri-
cally. The more time a population spends below the critical size the less likely it is to be rescued.

Gradual environmental change
Gradual environmental changes, such as climate warming, have typically been modeled as an
indefinite linear increase in the phenotype that maximizes an individual’s fitness. In most models
of this process there is a steady-state where the rate of increase in the mean phenotype (the rate
of evolution) matches the rate of increase in the optimum (the rate of environmental change).
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If the population mean fitness is above replacement at the steady-state lag, then the population
is said to be rescued by evolution. The primary result of most of these analyses is the maximum
rate of environmental change that allows a mean fitness above replacement, known as the critical
rate.
From (B3.2), after sufficient time the mean genotype has expectation ḡ∞ = k(t − 1/φ). As-
suming deterministic evolution for simplicity, plugging this into (B3.1) gives population mean
fitness at steady-state,

W∞ = Wmax

√

ω2

V
exp

[

−
(k/φ)2

2V

]

. (B3.3)

Setting W∞ = 1 and solving for k gives the critical rate of environmental change,

kc = φ

√

√

√

√2V ln

(

Wmax

√

ω2

V

)

, (B3.4)

which is equation 10 in Bürger and Lynch (1995) in the absence of genetic drift and environ-
mental stochasticity.
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Box 4: The probability of rescue in population genetics models

Population genetics models of evolutionary rescue consider the dynamics of discrete genotypes,
among them (at least) one “rescue mutant” that can thrive in the new environment. In the sim-
plest case, there are just two types – the maladapted wild type and the well-adapted mutant. To
obtain an analytical approximation for the probability of evolutionary rescue, the mathematical
analysis is typically based on the following assumptions and considerations (or generalizations
thereof or on similar assumptions for models with discrete generations):

• The dynamics of the wild-type population – which is initially large – are well described
deterministically. In the most basic model, the wild-type population decays exponentially
until extinction.

• After onset of stress, rescue mutants arise from a (possibly time-inhomogeneous) Poisson
process with a (possibly time-dependent) rate µ(t) (or a constant probability per per cell
division) per wild-type individual. This is precisely true in a continuous-time birth-death
model.

• Mutants may segregate in the population prior to stress. The distribution can for example
be determined by diffusion theory or a birth-death process with immigration.

• Rescue mutants are initially rare, and the rescue mutant population therefore requires a
stochastic treatment.

• Mutants reproduce and die independent from each other, also referred to as the branching
property. This is often a good assumption in the critical phase of establishment while
mutants are rare and unlikely to affect each other. It especially implies that mutant
lineages suffer independent fates, i.e., after onset of stress, a mutant lineage founded by a
single mutant has a survival or establishment probability pest independent from all other
mutant lineages. The establishment probability may depend on the time of appearance t
of the founder mutant, pest(t), since for example the environmental conditions may vary
with time. Mathematical branching process theory can be applied to determine pest.

Combining these assumptions, due to the thinning property of the Poisson process, “successful”
mutant lineages (i.e., those that escape stochastic loss) appear by a time-inhomogeneous Poisson
process with rate µ(t)× pest(t) per wild-type individual after onset of stress. The total number
of successful new mutants until extinction of the wild type is thus Poisson distributed with

parameter
∞
∫

0

µ(t)Nw(t)pest(t)dt. It follows that the probability of extinction of all new mutant

lineages is given by e
−

∞∫

0

µ(t)Nw(t)pest(t)dt
, and the probability of rescue from de novo mutations

is thus obtained as

P de novo

rescue = 1− e
−

∞∫

0

µ(t)Nw(t)pest(t)dt
= 1− e−λDNpest ,

(B4.1)

where the last equality holds if pest are independent of time and λDN =
∞
∫

0

µ(t)Nw(t)dt, e.g.,

λDN = µN0

r
for an exponentially declining wild-type population, Nw(t) = N0e

−rt, and µ(t) = µ.
If the number of pre-existing rescue mutants can furthermore be approximated by a Poisson
distribution with mean λSGV, we obtain for the total probability of evolutionary rescue

Prescue = 1− e−(λSGV+λDN)pest . (B4.2)

We note that this exponential form of the probability of evolutionary rescue can also be obtained
if pest is assumed to be very small without assuming that the numbers of rescue mutants before
or after stress are Poisson distributed (e.g., Orr and Unckless, 2008). The first appearance in
the literature, with arbitrary wild-type dynamics, is to our knowledge in Nissen-Meyer (1966).
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Box 5: Connections between population and quantitative genetics models

While the quantitative and population genetics approaches largely agree in their key predictions,
their underlying dynamics may differ. We therefore here compare the dynamics of deterministic
population and quantitative genetics models under an abrupt environmental change. This is
complicated by the different variables used in the two approaches. To compare we need to
make some choices on what aspects of the dynamics to make equal.

We first set the initial and final rate of population size change the same. The rate of change in
population size in a continuous-time haploid population genetics model and a continuous-time
quantitative genetics model are

population genetics:
dN

dt
= m̄(q)N = ((1− q)s− r)N (B5.1a)

quantitative genetics:
dN

dt
= r̄(d)N =

(

rmax −
σ2
z

2ω2
−

d2

2ω2

)

N, (B5.1b)

where m̄(q) is the mean fitness for the continuous-time haploid population genetics model,
averaged over the two genotypes, and r̄(d) is the mean fitness in the continuous-time quanti-
tative genetics model (compare to the discrete-time model in Box 3 with r̄ = lnW ). Thereby,
d = θ− z̄ is the mean deviation from the optimum, and σ2

z = σ2
g + σ2

e the phenotypic variance.
We therefore set m̄(q0) = r̄(d0) and m̄(0) = r̄(0) for the comparison.
We also put the evolutionary dynamics on the same timescale by equating the time it takes to
reach a mean fitness of 0 in the two models. For this, we consider the evolutionary dynamics
(from standing variance only) of the two models, which are approximately

population genetics:
dq

dt
= −q(1− q)s, (B5.2a)

quantitative genetics:
dd

dt
= −σ2

g

d

ω2
(B5.2b)

and determine the dynamics of m̄(q) and r̄(d) and thus the time when these turn from negative
to positive.
From Equation (B5.2), we see that the population genetics model has a dynamic genetic
variance, q(1 − q), maximized at q = 0.5, and a constant selection strength, s, while the
fundamental quantitative genetics model has a constant genetic variance, σ2

g , and a dynamic
selection strength, d/ω2, that linearly decreases with d. This leads to a key difference in how
mean fitness evolves: in the population genetics model the mean fitness increases logistically
but it exponentially approaches the maximum from the outset in the quantitative genetics
model (Fig. B5.1a and b). The population dynamics differ in two ways (Fig. B5.1c and d).
First, on a log scale the dynamics of population size in the population genetics model is
roughly V-shaped, due to the exponential decline of the wild type and the exponential increase
of the mutant. Meanwhile the dynamics of population size in the quantitative genetics
model is more U-shaped, as the population spends more time with an intermediate mean
phenotype and hence fitness. Second, the population genetics model tends to reach lower
population sizes because evolution is initially slower when the mutant is rare and there is
consequently limited genetic variance. This is caused by how we chose to standardize the
models, by equating the time to a mean fitness of 0. We could alternatively set the initial
genetic variance for fitness equal in the two models (see also Gomulkiewicz et al., 2010). This
flips the second conclusion when the rescue allele is initially rare, as evolution initially speeds
up over time in the population genetics model but slows down in the quantitative genetics model.
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Figure B5.1: Comparing population genetics (A,C) and quantitative genetics (B,D) models
(Eq. (B5.1)–(B5.2) above). The quantitative genetics model is parameterized by equating
initial mean fitness, final mean fitness, and the time to reach a mean fitness of 0 with those
in the population genetics model. In each panel, lines are shown corresponding to three values
of the selective strength, s, in the population genetics model. Parameters: r = 0.1, q0 = 0.99,
N0 = 103.
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Box 6: Parallels between source-sink theory and evolutionary rescue theory

Recurrent immigration allows populations to persist in unfavorable environments. The analogue
of rescue in this source-sink scenario is adaptation to the sink environment, sufficient to permit
persistence without further evolution were immigration cut off. The quantitative question is how
rapidly such adaptation occurs. Because this question has inspired some key work on evolutionary
rescue (Box 1), here we summarize key insights from evolutionary source-sink models (reviewed
in Kawecki, 2008; Holt, 2011) and point out parallels with evolutionary rescue theory. First,
consider black-hole sinks (Holt and Gaines, 1992), where there is no migration from sink to
source.
1) In single-locus models, there is an absolute (rather than relative) fitness criterion for the
spread of a rare allele in a sink with recurrent immigration (Holt and Gomulkiewicz, 1997;
Gomulkiewicz et al., 1999; LoFaro and Gomulkiewicz, 1999). The harsher the environment,
the larger the effect a mutant must have on fitness for it to spread. One therefore needs to
focus on the upper tail of the distribution of mutational effects on fitness, as in evolutionary
rescue (Anciaux et al., 2018). 2) Recurrent immigration has multiple, contrasting evolutionary
consequences. It can infuse adaptive genetic variation (Gomulkiewicz et al., 1999; Barton,
2001) but it can also hamper adaptation because maladapted immigrants compete and mate
with better adapted residents (Gomulkiewicz et al., 1999; Barton and Etheridge, 2018). In
evolutionary rescue, the rate of population decline has a similar effect. A slower rate of wild-
type decline increases the cumulative number of mutations that arise before the population goes
extinct (Orr and Unckless, 2008) but can also hinder rescue by increasing competition (Day and
Read, 2016) or mating (Uecker and Hermisson, 2016; Uecker, 2017) between wild-type and
rescue genotypes. 3) Temporal variation in selection can facilitate local adaptation in a sink,
particularly if the environment is positively autocorrelated (Holt et al., 2004). This is because a
stretch of less severe conditions can allow the population size to grow, breaking the population
out of a positive feedback loop between small population size and weak local adaptation relative
to the magnitude of gene swamping (Holt et al., 2003). Temporal variation in the environment
can also facilitate evolutionary rescue in very harsh environments (Peniston et al., 2020), by
increasing the expected cumulative number of wild-type individuals and thus the mutational
input.
With leaky sinks (Holt and Gaines, 1992), bidirectional dispersal leads to a weighted averaging
of selection across habitats, so that the fate of a novel mutation is determined by trade-offs in
fitness among habitats (Holt and Gaines, 1992; Holt, 1996; Rousset, 1999; Kawecki and Holt,
2002). The harsher the sink the lower its weight will be and the more it will be discounted by
selection. For a single population facing a novel environment, there is no analogy to going back
to the source as an individual cannot go back in time. However, a harsher environmental change
can increase the trade-off between fitness in the pre- and post-change environments (e.g., in
fitness-landscape models, Anciaux et al., 2018), reducing the probability of rescue by standing
genetic variation.
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Box 7: Rescue in the wild? Tasmanian devils and the devil facial tumor disease

Tasmanian devil (Sarcophilus harrisii) populations have declined by over 80% due to the devil
facial tumor disease (DFTD), a fatal transmissible cancer. Devils have been the focus of intense
research, including decades of trapping and spotlight surveys (Jones et al., 2007; Lachish et al.,
2007; Hamede et al., 2012; Lazenby et al., 2018), as well as many genomic studies (reviewed in
Storfer et al., 2025) and demographic models (McCallum et al., 2009; Beeton and McCallum,
2011; Siska et al., 2018; Wells et al., 2019; Durrant et al., 2021; Cunningham et al., 2021;
Clement et al., 2024). Despite severe initial declines, long-infected populations appear to have
stabilized at low abundance (Lazenby et al., 2018; Cunningham et al., 2021). Simultaneously,
there is strong evidence for rapid devil evolution in response to DFTD. To what degree, then,
are Tasmanian devils an example of evolutionary rescue?

Is evolution sufficient to prevent Tasmanian devil extinction? Evidence for DFTD-induced
rapid evolution in devils includes selection on genomic regions containing immune-related
genes (Epstein et al., 2016; Hubert et al., 2018; Stahlke et al., 2021), one- and two-species
genome-wide association studies (Margres et al., 2018; Gallinson et al., 2024) linking devil
genetic variation, as well as the interaction between devil and tumor genomes, to phenotypic
variation in several disease-related traits, and a estimates of substantial heritability in DFTD
infection among devils (Strickland et al., 2024). However, whether evolution is sufficient
to enable rescue is less clear; no empirical study has directly linked these evolutionary
changes to changes in devil fitness (but see Wells et al. 2017). Eco-evolutionary modeling
by Clement et al. (2024) predicted that coevolution contributes positively to long-term
devil persistence, but that this effect is highly sensitive to rate of evolution of DFTD
(for evidence of DFTD evolution see Kwon et al. 2020; Patton et al. 2020; Stammnitz et al.
2023). Moreover, devil population sizes were predicted to remain low and recover slowly, if at all.

Is evolution necessary to prevent Tasmanian devil extinction? DFTD is transmitted by bit-
ing behavior during feeding and mating (Hamede et al., 2008, 2009, 2013; Hamilton et al., 2019,
2020), suggesting a strong frequency-dependent component to transmission. This frequency-
dependence, combined with DFTD’s high lethality, led to initial predictions of high devil extinc-
tion risk (McCallum et al., 2009; Beeton and McCallum, 2011). However, DFTD transmission
has declined in the intervening years (Patton et al., 2020) and more recent non-evolutionary
models predict lower extinction probabilities (Siska et al., 2018; Wells et al., 2019; Cunningham
et al., 2021). It is unclear whether these new predictions result from better data and more
refined models or if they implicitly reflect the effect of rapid evolution. There are also ecological
mechanisms that could potentially promote devil persistence. For example, behavioral changes
may reduce transmission, as infected individuals have been shown to interact less frequently
with conspecifics as their disease burden increases (Hamilton et al., 2020). Additionally, spatial
modeling (Siska et al., 2018; Durrant et al., 2021) suggests that metapopulation effects could
allow the population to persist at low densities.
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Supplementary File S1

S1 Building and partitioning the citation network

We built a matrix of citations from the list of articles cited in Sections 4 and Section 5 that
contain rescue models (i.e. we exclude reviews, experimental papers, non-rescue studies etc.).
The (ith, jth) entry of this matrix corresponds to 1 if the ith article cites the jth article, 0
otherwise. This matrix of citations was built using the list of cited references of the articles as
found on Web of Science on the 27th of January 2026 (214 articles) or 30th of January 2026
(12 articles) researched under their titles. The matrix contains 127 out of the 156 papers from
our filtered list of papers from the initial literature search on Web of Science (the remaining
29 are cited elsewhere in the review) and 99 additional papers. Eight relevant papers from
Sections 4 and Section 5 are not included as they are not on Web of Science, presumably
because they are a book chapter (Holt and Gomulkiewicz, 1997), too recent (Patil et al.,
2025; Stana et al., 2025), pre-prints (Shibasaki and Yamamichi, 2024; Deraje and Osmond,
2025; Deraje and Uecker, 2025), or for unknown reasons (Kanarek et al., 2015; Christie and
Searle, 2018). These articles are therefore not represented in the network.

Once the matrix of citations had been built, we applied the Louvain community detection
algorithm (Blondel et al., 2008) of the NetworkX Python package to partition the citation
network into clusters. The Louvain method is a two-phase recursive algorithm that maximises
the modularity coefficient. The modularity coefficient associated to a given partition is a
number between 0 and 1 quantifying the degree to which the edges of the network fall within
communities rather than at random. The Louvain algorithm starts by considering each node
of the network as its own community and shifts nodes between communities whenever this
increases the modularity coefficient. When this is no longer possible, it initiates a second
phase by considering each community as a node and tries merging communities to increase
the modularity coefficient. Note that the final partition is only ensured to locally maximize
the modularity coefficient. We chose the community structure that maximized the modularity
coefficient across a range of resolution parameter values (21 values uniformly distributed in
[0.8, 1.2] ; 1 is the default value for this parameter). To account for the stochasticity in
the merging order of the algorithm, for each parameter value, 1000 independent searches
were seeded. The highest modularity coefficient Q = 0.40834 was found at a resolution
parameter of 1.14. This value of modularity coefficient indicates a reasonably modular network
(Fortunato and Barthelemy, 2007).

The code is available as part of Supplementary Material File S2.
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S2 The distribution of persistence times and the excess and

the rescue probability

We here provide the equations underlying Figure 4 in the main text. The calculations are
equivalent to Holt and Gomulkiewicz (1997), just considering a continuous-time process here.

For a birth-death process with birth rate λ and death rate µ, the probability generating
function for the number of individuals at time t, n(t), given n(0) = 1, is given by

P (z, t) =

(

1 +
1

e−(λ−µ)t

z−1 − λ
λ−µ

(

1− e−(λ−µ)t
)

)

(S1)

(Allen, 2011), and for n(0) = n0, we have

Pn0(z, t) = P (z, t)n0 . (S2)

From this, we obtain the distribution of extinction times, Text, as

P (Text ≤ t) = Pn0(0, t) =

(

1 +
1

−e−(λ−µ)t − λ
λ−µ

(

1− e−(λ−µ)t
)

)n0

=

(

e−(λ−µ)t − 1

e−(λ−µ)t − λ
µ

)n0

.

(S3)

Let us now turn to a population that consists of m0 mutant individuals with birth rates λm

and death rates µm and N0 − m0 wild-type individuals with birth rates λw and µw. We
ignore new mutations. From general branching process theory, we know that the probability
generating function for the total number of individuals at time t is given by

Ptotal(z, t) = (Pmutant(z, t))
m0 × (Pwildtype(z, t))

N0−m0 , (S4)

where Pmutant(z, t) and Pwildtype(z, t) are given by Eq. (S1) with the appropriate birth and
death rates.

The distribution of extinction times is thus given by

P (Text ≤ t | evolution) = Ptotal(0, t)

=

(

e−(λw−µw)t − 1

e−(λw−µw)t − λw

µw

)N0−m0

×

(

e−(λm−µm)t − 1

e−(λm−µm)t − λm

µm

)m0

.
(S5)

For comparison, we consider a purely wild-type population, for which we have

P (Text ≤ t | no evolution) =

(

e−(λw−µw)t − 1

e−(λw−µw)t − λw

µw

)N0

. (S6)
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The probability of persistence up to at least time t with and without evolution (denoted by
At and Bt) is given by

P (At) = P (Text > t | evolution) = 1− P (Text ≤ t | evolution) and (S7)

P (Bt) = P (Text > t | no evolution) = 1− P (Text ≤ t | no evolution), (S8)

respectively.

Panel a of Figure 4 shows P (At) (for two different values of λm) and P (Bt). The excess
probability, generalized to time-dependent probability, shown in Panel b, is given by

Pexcess(t) = P (At)−P (Bt) = 1−P (Text ≤ t|evolution)−(1−P (Text ≤ t|no evolution). (S9)

Plugging both distributions into the generalization of Eq. (1) in the main text yields

Pcond(t) =
P (At)− P (Bt)

1− P (Bt)

=
1− P (Text ≤ t|evolution)− (1− P (Text ≤ t|no evolution))

P (Text ≤ t|no evolution)

= 1−
P (Text ≤ t|evolution)

P (Text ≤ t|no evolution)

= 1−





(

e−(λm−µm)t − 1
)

·
(

e−(λw−µw)t − λw

µw

)

(

e−(λm−µm)t − λm

µm

)

·
(

e−(λw−µw)t − 1
)





m0

,

(S10)

which is plotted in Panel c.

The probability of ultimate survival of the process, given λm > µm, denoted by Prescue in the
figure, is given by

Prescue = lim
t→∞

P (At) =

(

µm

λm

)m0

. (S11)

Since limt→∞ P (Bt) = 0, Pexcess(t) and Pcond(t) both converge to this value.
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